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Abstract

Exploration robotics has traditionally utilized an encoder-decoder model
of communication between users and a robot. This means that users con-
struct a plan (sequence of actions) to be sent to the robot; the robot executes
the plan and returns data to the users, who then construct another plan. The
problem with this interaction paradigm is twofold: (1) users must develop
a complex mental model of the robotic system in order to create intricate
plans, and (2) the robot does not have the users’ specialized domain knowl-
edge, so the robot does not have any way to ensure that how it handles
unexpected events in the field is consistent with the users’ goals (what the
users were trying to accomplish through the plan).

Because the cost of communication with the remote robot is extremely
high, this work introduces the concept of a “robot proxy,” a software sys-
tem which models both the robot’s capabilities and the user’s goals. The
robot proxy interacts with the user in real-time in place of the robot so
as to promote common ground between the two; this process is referred
to as Robot-Proxy Grounding. Robot-Proxy Grounding is a novel interac-
tion model for exploration robotics derived from common ground theory,
a model of human-human communication introduced and experimentally
validated by Herbert Clark and his colleagues. Robot-Proxy Grounding is
also based on detailed observations and analysis of the Life in the Atacama
exploration robotics project, which indicated that a majority of the errors
and miscommunications which occurred during the project resulted from a
lack of common ground between participants even as the robot became more
autonomous.

A proof of concept study was conducted which compared the effects of
an encoder-decoder planning system and a prototype robot proxy; the study
suggested that the use of a robot proxy was effective in improving task ef-
ficiency and fostering feelings of collaboration. A full implementation of a
robot proxy-based planning system was constructed and evaluated. This
user study demonstrated that participants who used the robot proxy were
more efficient at the task, collected higher-quality data, and possessed more
accurate information about the robot’s internal state and its context than
participants without a robot proxy. The results suggest that the implemen-
tation was successful at promoting common ground with the user, resulting
in improved task performance.
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Chapter 1

Introduction

Building better human-robot systems requires that we understand the com-
plex interactions that occur within such systems. As human-robot interac-
tion (HRI) develops, we are becoming more ambitious about the types of
interactions we envision for our robots and their users. This thesis focuses
on improving human-robot interaction for exploration robotics. Robotic ex-
ploration tasks are defined broadly as those in which a robot co-investigates
an unknown environment with a remote human partner. Exploration is an
important domain of study because of its applicability to a wide variety of
problems, which range from searching for signs of life on other planets to
investigating debris after a building collapse. In particular, this work cen-
ters on exploration which involves the deployment of autonomous robots
that work in complex, real-world settings. In these situations, robot users
are not likely to be experts in robotics, and they may possess inaccurate
mental models of robotic technologies. At the same time, these users of-
ten possess sophisticated domain knowledge which the robot does not. In
order to facilitate successful exploration, the goal of this thesis is to pro-
mote shared understanding between users and robots: that is, to increase
users’ understanding of robots and foster accurate mental models, and, at
the same time, enhance robots’ understandings of users and their goals in
order to drive robots’ decision-making processes.

Current exploration robotics systems follow a communication model sim-
ilar to the encoder-decoder model of information processing [Krauss and
Fussell, 1996] (see Figure 1.1). The user possesses goals which he/she would
like to accomplish and uses an interface to encode those goals into machine-
readable actions. These actions are sent to the robot, which utilizes a plan-
ner to decode and schedule the necessary low-level commands and an exec-

21
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Robot
User > Ul ; Planner —» Executive
Source Encoder Decoder Destination
Goéls Machineireadable Schedﬁled set
actions of low-level
commands

Figure 1.1: Current exploration robotics systems utilize an encoder-decoder
model of communication.

utive process to direct the execution of the commands.
There are two significant drawbacks to the use of this communication
model:

e The user receives feedback from the robot (in the form of data returned
from the robot) only at the end of an execution cycle. Particularly in
the case of space robotics missions, time, energy, and communications
bandwidth are extremely valuable resources. If a plan results in poor-
quality data, these resources may be used inefficiently.

e The robot does not have access to users’ underlying goals; it can only
access a set of specific actions. In the event of an error or unexpected
event during the execution cycle, the robot has no additional informa-
tion about the user’s higher-level goals; thus, there is no way for the
robot to ensure that any changes it makes to the plan will still result
in valuable data being returned to the user.

1.1 Objective

Based on the weaknesses of the encoder-decoder communication model which
is prevalent in exploration robotics system design, this thesis research seeks
an answer to the question:

In a system consisting of a human and an autonomous,
mobile robot engaged in an exploration task, can we
improve efficiency by helping the user develop a more
accurate mental model of the robot and ensuring that
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the actions that the robot executes are consistent with
the user’s underlying goals?

Efficiency refers to a ratio of cost to performance. In particular, this
thesis focuses on reducing costs to the user by reducing the number of plan-
ning and execution cycles required to complete exploration tasks and im-
proving the quality of data returned to the user.

As the user develops plans for the robot to execute, she relies on a men-
tal model of the robot’s current environment, the robot’s current internal
state, how the robot’s instruments function, how the robot navigates ter-
rain, and so forth. In order for the user to make efficient use of the robot,
the user must have accurate knowledge of the robot’s capabilities.

Because of the challenges that non-expert users face in developing ac-
curate mental models of complex robotic systems, this thesis also focuses
on users’ higher-level goals—what users are trying to accomplish through
a particular sequence of actions. These goals are formulated in terms of
users’ domain-specific knowledge. In order for a mission to be successful,
the actions which the robot executes must help meet these goals.

1.2 Approach

As an alternative to the encoder-decoder model, the focus of this thesis is
to explicitly promote common ground between users and robots. As defined
by Herbert Clark and colleagues, common ground between two participants
in a joint activity is “the knowledge, beliefs, and suppositions they believe
they share about the activity” [Clark, 1996, p. 38]. In order for two individ-
uals to communicate and collaborate successfully, they must have common
ground [Clark and Wilkes-Gibbs, 1986; Clark and Marshall, 1981]. This the-
sis considers the user’s presentation of a set of goals to be a communicative
act which is part of the grounding process (the process by which common
ground is built between the user and robot). A common ground-based model
of exploration planning is based on the premise that the set of actions which
the robot will execute emerges from the process by which the user and the
robot come to agree that the user’s goals have been understood.

This dissertation advances the hypothesis that by utiliz-
ing a common ground-based model of exploration plan-
ning, it is possible to: improve task efficiency, help the
user generate more accurate mental models of the robot,
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. Robot
Plan presentation

User ul Planner Executive

Plan acceptance

Figure 1.2: A common ground-based model for exploration robotics mission
planning which supports a “conversation” between the user and robot.

and ensure that the actions which the robot executes
meet the user’s goals.

According to this common ground-based model, the robot actively par-
ticipates in a “conversation” with the user (see Figure 1.2). Initially, the
user presents a plan to the robot (Plan presentation). The robot checks that
the information which has been presented is consistent and free of errors,
providing feedback to the user as needed (Plan acceptance). This process
is repeated until the user and robot have reached a mutual understanding
that the plan will meet the user’s goals, at which point the user commands
the robot to execute the plan.

In order to determine how to integrate a common ground-based approach
into exploration robotics mission planning, it is important to consider the
constraints under which the user and robot are collaborating. Communicat-
ing with the robot is extremely expensive in terms of energy and bandwidth;
thus, the user has very limited opportunities to interact directly with the
robot. Particularly in the case of space exploration, the user and robot may
exchange data only once or twice per day. However, the user does not pay a
penalty in terms of data return if the user spends time revising the plan (so
long as the final plan is sent to the robot by the time it is needed). In order
to promote a “conversation” with the robot under these circumstances, this
thesis introduces the concept of a robot proxy so that the user can partic-
ipate in the grounding process during plan creation before the plan is
sent to the robot (Figure 1.3). That is, during plan creation, the user will
interact in real-time with a proxy software system. This method is referred
to as Robot-Proxy Grounding.

Because Robot-Proxy Grounding takes place during plan creation, it
provides crucial feedback to the user and supports transparency without
consuming time or resources during plan execution and without requiring ad-
ditional communication with the robot. Robot-Proxy Grounding improves
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. Robot
Plan presentation

Robot

User ul Proxy » Planner Executive

Plan acceptance

Figure 1.3: A common ground-based model for exploration robotics mission
planning in which the user builds common ground with a robot proxy system
before the plan is sent to the robot for execution.

upon conventional, conversation-based grounding between two people since
that requires the availability of both parties. By utilizing a proxy, it is pos-
sible to recreate the behavior of the robot without the actual robot being
a part of the conversation. This enables people who interact with a remote
robot to understand how the robot would respond to their requests and
provides the immediate feedback so critical to the grounding process.

In order to accomplish this, this work introduces a representation of
user goals which integrates actions as well as relationships between actions.
Given that an autonomous robot has a means to represent user goals, the
robot can then check whether the user goals are physically possible and
internally consistent; eventually, the results of this analysis could be used at
execution time to improve task performance.

As the user interacts with the proxy according to the Robot-Proxy
Grounding method, this interaction promotes common ground between the
user and robot. This allows the user to develop a more accurate mental
model of the robot’s state and capabilities while providing the robot with
information about the user’s higher-level goals.

Uncertainty. It is important to note that there are a number of factors
which create uncertainty as the user and robot work to complete their joint
task:

e The user may not completely understand or integrate all of the infor-
mation which is presented to him/her by the robot. This work assumes
that the user understands the information presented to him/her, al-
though this may not be the case. However, the fact that the grounding
process is iterative increases the probability that the information will
be received eventually. A probabilistic model representing the likeli-
hood that user has obtained a particular piece of information would
be more accurate although that is beyond the scope of this thesis.
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e The robot’s sensors or motors may fail. This thesis is primarily con-
cerned with movement and sensor deployment which occurs after the
robot has stopped at a location of scientific interest, known as a lo-
cale!. The information which the robot proxy acquires could be used
to help mitigate the effects of these kinds of failures, although this is
beyond the scope of this work.

1.3 Contributions

This thesis makes four key contributions to the field of robotics:

e Detailed analyses of human-robot systems, adding to the
body of knowledge of how these systems function and what
problems still need to be addressed. Careful examinations of the
Personal Exploration Rover museum exhibit and the Life in the At-
acama remote exploration robotics project have demonstrated how a
lack of common ground can result in errors, miscommunications, and
inefficiencies in human-robot tasks.

e The application of common ground theory to exploration
robotics through the development of the concept of Robot-
Proxy Grounding. This thesis introduces the concept of Robot-
Proxy Grounding and explains the implementation of a proxy con-
sisting of a goal representation, a goal validation system, and a robot
model. A proof-of-concept study is used to demonstrate that the use
of Robot-Proxy Grounding improves task efficiency in an example ex-
ploration robotics task.

e A goal representation for a specific domain, which may later
be generalized to other types of HRI problems. This represen-
tation is primarily based on observations of the scientists working on
the Life in the Atacama project. The goal representation focuses on
the exploration strategy and constraints which were of interest to the
Life in the Atacama science team.

e An implementation of a robot proxy system which has been
demonstrated to improve task performance for an exploration
robotics task. This thesis includes an implementation of a robot

1See the Glossary for further information.
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proxy and an interface to support Robot-Proxy Grounding for devel-
oping plans for exploration robotics missions. A user study demon-
strates that the use of the robot proxy results in improved efficiency on
an exploration task and higher-quality data as well as improving users’
common ground with the system and engendering stronger feelings of
collaboration with the system.

1.4 Overview of Thesis

Chapter 2 introduces the research domains of human-robot interaction (HRI),
exploration robotics, and common ground theory and describes work at the
intersections of these domains. Chapter 3 presents studies of the Personal
Exploration Rover system and the Life in the Atacama project, in which
tenets of common ground theory are utilized in order to better understand
these exploration robotics systems. Based on this analysis, Chapter 4 pro-
poses a division of common ground more specifically tailored to the issues
which arise in human-robot collaboration. Chapter 5 includes an analysis of
the key characteristics of the process by which a user and robot build com-
mon ground in the exploration robotics domain and introduces the Robot-
Proxy Grounding process. Chapter 6 presents the results of a preliminary
study designed to determine the impact of a robot proxy on a basic explo-
ration robotics task, which indicated that participants who were provided
with a robot proxy performed more efficiently on the task and felt a stronger
sense of collaboration with the system than participants without a proxy.
Chapter 7 presents the requirements which a robot proxy must meet in order
to participate successfully in Robot-Proxy Grounding. Chapter 8 describes
the design and implementation of each of the three major components of
the robot proxy: the goal representation, the robot model, and the goal
validation system. Chapter 9 describes an extension to the proof-of-concept
study in which participants utilized a complete robot proxy implementation
in order to conduct an exploration robotics task. The results of this user
study are presented in Chapter 10. The most significant findings indicated
that participants who utilized the robot proxy performed more efficiently,
collected higher-quality data, and established greater common ground with
the robot. This study validates Robot-Proxy Grounding as a means to im-
prove efficiency in exploration robotics tasks. The thesis concludes with a
review of key contributions, an examination of how Robot-Proxy Grounding
may be utilized in other human-robot interaction problems, and a discussion
of future work to further improve HRI for exploration robotics.
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Chapter 2

Background

This chapter introduces the research domain of human-robot interaction
(HRI), the problem domain of exploration robotics, and work in HRI which
has focused on exploration robotics. This chapter also introduces common
ground theory, the framework which this work utilizes in order improve
human-robot interaction in exploration robotics. Finally, this chapter ex-
amines other projects which have utilized common ground theory, both in
human-computer and human-robot interaction.

2.1 Human-Robot Interaction

Goodrich and Schultz define Human-Robot Interaction (HRI) as “a field of
study dedicated to understanding, designing, and evaluating robotic systems
for use by or with humans” [Goodrich and Schultz, 2007, p. 204]. They
argue that in order for a human and robot to be interacting, they must
be communicating with one another in some way. The human and robot
may be collocated with one another, such as the robot Kismet [Breazeal,
2003], or separated by time and/or space, such as Urban Search and Rescue
(USAR) robots which are sent inside of collapsed buildings ([Burke et al.,
2004)).

Within these kinds of task-oriented problems, the goal of HRI research
can be summarized as “to build better HRI and to better the performance of
human-robot teams*“ [Steinfeld et al., 2006, p. 33]. Steinfeld et al. propose a
number of metrics which can be used to measure progress toward this goal.
When considering an entire human-robot system, Steinfeld et al. propose
the following common metrics across tasks [Steinfeld et al., 2006]:

e System performance (measures of quantitative performance, subjective
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ratings of performance, and appropriate regulation of human-robot
autonomy )

e Operator (human) performance (measures of situation awareness, work-
load, and accuracy of mental models of device operation)

e Robot performance (measures of self-awareness, human awareness, and
autonomy )

According to this paradigm, the quality of human-robot interaction of a
system can be measured by considering the entire system, the human point
of view, and the robot point of view. The goal of task-oriented HRI research
is to improve performance with respect to all of these perspectives.

This is the paradigm of high-quality HRI that will be adopted for the
purpose of this thesis. In particular, this work focuses on overall system
performance through an emphasis on improving task efficiency, and it fo-
cuses on operator performance through an emphasis on improving the user’s
mental model of the robot.

2.2 Exploration Robotics

While there are many robots that have been designed specifically for use in
human-robot interaction studies (see [Fong et al., 2002] for a survey), this
thesis focuses primarily on the domain of exploration robotics; robotic ex-
ploration tasks are defined broadly as those in which a robot co-investigates
an unknown environment with a remote human partner. Exploration is an
important domain of study because of its applicability to a wide variety of
problems, which range from searching for signs of life on other planets to
investigating debris after a building collapse.

Exploration robotics tasks represent an interesting and challenging prob-
lem domain due to a number of constraints which must be considered in the
design and deployment of such systems:

e Energy. Robots must be able to use energy resources wisely. This
may involve planning paths to maximize the sunlight on solar panels
or reducing the number of actions to be executed in order to conserve
battery power.

e Time. Robots may be operating under time constraints, having only
a limited amount of time available to meet their goals. For example,
a solar-powered robot may need to reach a certain location before the
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sun sets. Urban search and rescue robots must locate disaster victims
quickly enough to ensure that they receive proper medical attention.

e Bandwidth. The amount of bandwidth available for communication
to and from the robot may be limited.

e Remote operation. Robots may need to work at a distance from
their human operators; the operators may not be able to observe the
robots directly as the robots perform their tasks.

e Asynchrony. In some exploration robotics tasks, the human and
robot do not interact directly in real-time; instead, there may be a
time delay between when a command is sent to the robot and when
the robot receives and executes it. Depending on the task, this delay
may be only a couple of seconds, or, in more extreme cases, hours or
days.

e Unknown environment. Robots must be able to operate with little,
if any, prior information about the locations of obstacles or other ob-
jects in the environment. Robots must be able to collect and interpret
information about the changing world around them.

e Cost. Deploying robots to work autonomously in remote, harsh envi-
ronments is very expensive.

In order to address these challenges, robots are becoming increasingly
technologically capable and autonomous. However, it is ultimately people
who must command robotic explorers and must interpret the data that
these robots return: advances in robotic software and hardware have little
benefit if they cannot be used effectively by humans. Understanding and
improving the human-robot interactions between people and their robotic
co-investigators is therefore crucial to the continued improvement of the field
of exploration robotics as a whole.

This is particularly true given that robotic exploration systems are in-
creasingly designed not to be operated by robotics experts alone, but by
non-roboticists who have expertise in the domain under investigation. Ei-
ther by directly controlling the robots (i.e. rescue workers who are trained to
operate USAR robots) or by working in close collaboration with roboticists
(i.e. scientists who command NASA Mars rovers in conjunction with engi-
neers), non-roboticists are being given a larger role in exploration robotics
missions. Robotic explorers must be able to collaborate effectively with and
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meet the needs of these domain experts in order to successfully complete
their tasks.

The following section presents previous research on human-robot interac-
tion for exploration robotics followed by an introduction to common ground
theory, which forms the basis for the approach used in this work to improve
HRI for exploration robotics.

2.3 Human-Robot Interaction
in Exploration Robotics

This thesis focuses on exploration which involves the deployment of au-
tonomous robots that work in complex, real-world settings. As described
above, in these situations, system users are not likely to be experts in
robotics, and they may possess inaccurate mental models of robotic tech-
nologies. At the same time, these users often do possess sophisticated do-
main knowledge which has not been programmed into the robot. In order
to facilitate successful exploration, this thesis focuses on promoting shared
understanding between users and robots: that is, the goal of this work is to
increase users’ understanding of robots and foster accurate mental models,
and, at the same time, enhance robots’ understandings of users and their
goals in order to drive robots’ decision-making processes. HRI work in ex-
ploration robotics domains such as space robotics, urban search and rescue,
and educational robotics informs this thesis.

2.3.1 Space Robotics

Most HRI work in space robotics has tended to focus on robots that work in
close proximity with astronauts. Burridge et al. conducted a study compar-
ing the performance of geologists with and without a robot teammate and
found the robot to have a detrimental effect [Burridge et al., 2003]; however,
it is important to note that the robot used in the experiment had virtually
no artificial intelligence or reasoning to allow it to assist the people working
with it. In 2005, NASA conducted a demonstration involving a team of
three humans and two heterogeneous robots interacting to complete a space
construction task [Fong et al., 2006]. Two astronauts in suits worked with
the two robots outside of a “habitation,” in which a third astronaut helped
coordinate the construction project. The Human-Robot Interaction Oper-
ating System developed to support the task focuses on natural language,
task-oriented dialog. This thesis is more applicable to systems in which
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people may not be collocated with a robot, and the robot must execute
tasks while receiving little or no input from people. In addition, none of
these projects involves modeling common ground explicitly or specifically
working to promote common ground, both contributions of this thesis. Fo-
cusing on the grounding process allows this thesis to support an ongoing
“conversation” between a scientist and a robot without the use of real-time,
natural language interaction.

2.3.2 Urban Search and Rescue

Another relevant domain is that of HRI in Urban Search and Rescue (USAR).
In this domain, one or more operators control a robot which must be maneu-
vered to collect information and search for survivors in urban environments
after a disaster. Murphy provides an overview of HRI issues relevant to
USAR in [Murphy, 2004], although this focuses entirely on issues stemming
from teleoperation. A number of studies have been conducted on USAR
operations, from examinations of the Robocup Rescue competition [Yanco
et al., 2004; Scholtz et al., 2004] to observational studies of USAR training
exercises [Burke et al., 2004; Burke and Murphy, 2004]. While these studies
provide insight into what information operators need and how it can best be
presented, the robots involved are all teleoperated. This thesis focuses on
allowing autonomous robots to actively promote grounding with users and
obtain explicit representations of users’ goals.

2.3.3 Educational Robotics

This thesis is also informed by previous work in educational robotics; of
particular interest are the educational robotic platforms developed by Nour-
bakhsh et al. In [Nourbakhsh et al., 2003], the authors describe a study of the
educational impact of a robot autonomy course for high schoolers; beyond
learning the nuts-and-bolts of programming a robot, students also learned
valuable lessons about teamwork and were able to better identify with tech-
nology. The Personal Exploration Rover [Nourbakhsh et al., 2004] is another
platform which has been evaluated for its educational impact [Nourbakhsh
et al., 2005]. These studies demonstrate the importance of understanding
how people change as a result of interacting with robots. They also present
techniques which were later used as part of the foundation of this thesis
(see Section 3.1). However, understanding how people think about robots is
only a partial solution: to establish common ground between a person and
a robot, the robot must be able to represent some aspect of this knowledge.
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This thesis supports the building of common ground by allowing the robot
to represent user goals and provide feedback on them to the user.

These applications represent the dimensions of research in human-robot
interaction that have had the greatest impact on Robot-Proxy Grounding.
While these studies are concerned with how well a user is able to perform an
exploration-related task or what a user learns from such a system, Robot-
Proxy Grounding contributes to the field of human-robot interaction by
explicitly representing common ground and promoting the grounding process
between a robot and a user.

2.4 Common Ground Theory

Robot-Proxy Grounding is primarily based on the theory of common ground,
a communication theory developed by Herbert H. Clark and colleagues.
Common ground theory was originally developed to describe verbal com-
munication between people, but it has since been extended to a variety of
different situations and communication modalities. A related theoretical
framework, situation awareness, has also been applied to HRI problems.
Because common ground theory and situation awareness overlap, it is im-
portant to highlight how promoting common ground is beneficial for users
collaborating with remote, autonomous robots in order to complete explo-
ration tasks.

As two individuals participate in a joint activity, they accumulate com-
mon ground, “the knowledge, beliefs, and suppositions they believe they
share about the activity” [Clark, 1996, p. 38]. For example, the common
ground between two rescue workers at a disaster site would include the
knowledge of how to properly search a building for survivors, the knowledge
of who is currently inside the building, and the knowledge of how many
survivors have already been located.

Clark and his colleagues propose that common ground is required for
successful collaboration—it helps collaborators to know what information is
needed by their partners, how to present information so that it is under-
stood, and whether or not the information has been interpreted correctly
[Clark and Wilkes-Gibbs, 1986; Clark and Marshall, 1981]. At the start
of an interaction, collaborators share a certain amount of common ground.
For example, if they are members of the same discipline or work group,
they likely have a common language and perspective that provides common
ground and facilitates communication [Fussell and Krauss, 1992]. Common
ground can be developed over time as collaborators share common experi-
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(a) Presentation Phase: Contrib- (b) Acceptance Phase: B ac-
utor A conveys information to cepts the information from A
partner B under the assump- by giving evidence of B’s under-
tion that if A receives a certain standing; B assumes that once A
amount of evidence from B, A can receives this evidence, A will rec-
believe that B understands what ognize that B understands what
A means. A means.

Figure 2.1: A simple example of the presentation-acceptance process.

ences [Clark and Brennan, 1991], but it also can be disrupted by factors
such as being located in and drawing information from different physical
contexts [Cramton, 2001].

The interactive process by which common ground is established is re-
ferred to as “grounding.” More specifically, Clark and Brennan describe
grounding as follows [Clark and Brennan, 1991, p. 129]:

The contributor and his or her partners mutually believe that the
partners have understood what the contributor meant to a crite-
rion sufficient for current purposes. This is called the grounding
criterion. Technically, then, grounding is the collective process
by which the participants try to reach this mutual belief.

Clark and Brennan argue that grounding takes place through an ex-
change called the presentation-acceptance process [Clark and Brennan, 1991].
This is a two-phase process by which a contributor (A) conveys information
to his or her partner (B) (see Figure 2.1). First is the presentation phase: A
presents some information to B. A does this under the assumption that if A
receives a certain amount of evidence from B, A can believe that B under-
stands what A means. This is followed by the acceptance phase, in which B
accepts the information from A by giving evidence that B understands what
A means. B assumes that once A receives this evidence, A will recognize
that B understands what A means [Clark and Brennan, 1991].
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2.4.1 Empirical Validation

The theory of common ground has been validated and extended through
numerous psychological studies. The studies most related to this thesis
are those that have focused on establishing the nature of the grounding
process between pairs of people; this thesis also builds on studies which
have examined distributed collaboration—how individuals build common
ground when they are not collocated. A selection of papers on both of these
topics is presented below.

The Grounding Process

Clark and Wilkes-Gibbs conducted an experiment in which two participants,
a “director” and “matcher”, were seated at a table separated by an opaque
barrier [Clark and Wilkes-Gibbs, 1986]. Each participant was given a set
of twelve cards depicting Tangram figures (images created using simple ge-
ometrical shapes). The director’s cards were arranged in a specific order
whereas the matcher’s cards were arranged randomly. The director was in-
structed to describe the cards to the matcher, who would attempt to put his
cards in the same order as the director’s as quickly as possible. This process
was repeated six times. Clark and Wilkes-Gibbs analyzed the conversations
of the director-matcher pairs in order to determine how they referred to
the figures and how those references changed over time. Since the Tan-
gram figures were abstract, geometrical shapes, there was no obvious way to
refer to any particular figure. The experimenters hypothesized that direc-
tors would use longer explanations the first time a figure was discussed, but
these explanations would become shorter over time as more common ground
was established. The data supported this hypothesis. In addition, the ex-
perimenters found that after a director initially presented a noun phrase
(description) referring to a figure, either participant might repair, expand
on, or replace the noun phrase so as to minimize the joint effort required in
order for the noun phrase to be mutually understood. This thesis uses the
mutual acceptance process as a basis for the interaction between the robot
proxy and user during plan creation.

Issacs and Clark examined how experts and novices refer to objects in
conversations [Issacs and Clark, 1987] and found that the expert and novice
first assess each other’s expertise. The expert then provides specialized
terminology to make references more efficient, and the novice acquires and
uses this new, specialized knowledge. For this study, the experimenters asked
pairs of participants who were or were not experts about New York City
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landmarks to arrange pictures of such landmarks by talking about them.
As participants began conversing, they quickly determined which partner
had more expertise. This partner supplied terminology, such as the names
of buildings, which both partners then used when referring to the buildings
later. This study demonstrates “that people accommodate to each other
quickly and automatically in the process of making themselves understood”
[Issacs and Clark, 1987, p. 36].

Brennan and Clark also focused on how people refer to objects in [Bren-
nan and Clark, 1996]; in particular, they studied how people’s references to
objects change over time. In three experiments, a “director” described cards
with pictures to a “matcher,” who had to place his cards in the same order
as the director’s as quickly as possible. Once the pairs had established a
reference to a particular picture, they tended to use that same reference in
later trials even when a shorter reference would have sufficed. This demon-
strated the importance of conversation history in determining how people
select references to use.

More recently, Clark and Krych examined how speakers monitor their
listeners for evidence of understanding [Clark and Krych, 2004]. In this
experiment, a “director” instructed a “builder” on how to construct a Lego
model. In one condition, directors could see the builders’ workspaces; in
another, they could not; and in a third, directors recorded an audio tape
which was later played to builders. When directors could see what the
builders were doing, builders communicated using nonverbal behaviors such
as pointing at blocks and nodding or shaking their heads; directors observed
these behaviors and modified their instructions mid-sentence as a result.
Builders were much faster and more accurate in completing the task when
they could be observed by directors. This study illustrates the challenges
faced by partners who are not able to communicate by nonverbal cues.

Distributed Collaboration

Common ground can be developed over time as collaborators share common
experiences [Clark and Brennan, 1991]; however, prior work suggests that
people may not establish common ground at all when they are geographically
separated.

Cramton [Cramton, 2001] documented the challenges of distributed col-
laboration in her study of graduate students’ working on a group project
in 6-person teams distributed across three continents. Through an analysis
of communications between team members, including e-mails, online chat
logs, and analysis papers written by the students, Cramton identified five
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types of “failures of mutual knowledge”: “failure to communicate and retain
contextual information, unevenly distributed information, difficulty commu-
nicating and understanding the salience of information, differences in speed
of access to information, and difficulty interpreting the meaning of silence”
[Cramton, 2001, p. 346].

This thesis focuses primarily on the problems of missing contextual in-
formation and the difficulty of interpreting the meaning of silence. Ac-
cording to Clark and Brennan, missing contextual information jeopardizes
shared understanding because “the addressee has to imagine appropriate
contexts for both the sender and the message” [Clark and Brennan, 1991,
p. 143]. Cramton argued that difficulties in establishing mutual knowledge
arise when team members have difficulty sharing and remembering informa-
tion about the contexts in which remotely-located collaborators are working.
Contextual information includes a wide variety of information that may not
be directly related to the task at hand, including anything from national
holidays to pressures from supervisors. Within the context of remote explo-
ration robotics, important contextual information might include the weather
at the robot’s location or the hypotheses that the science team is trying to
verify. Previous studies have documented some of the problems which can
result from missing contextual information in [Stubbs et al., 2006b].

Another common ground problem that Cramton identified which is rel-
evant to this thesis was the difficulty of interpreting the meaning of silence.
In distributed teams, the communication media most easily accessible to col-
laborators (e.g., email, instant messaging, etc.) do not generally support the
subtle nuances that people rely on to resolve the meaning of silence. People
tend to remain quiet rather than try to resolve problems using these tech-
nologies. As applied to robotic exploration, when scientists do not receive
the data which they expect the robot to return, they struggle to interpret
the meaning of this “silence” [Stubbs et al., 2006b]. Is the data missing
because an instrument had broken, or because the robot could not reach the
desired location, or for some other reason?

More recently, Kraut, Fussell, and Siegel have examined how visual in-
formation can be used to build common ground between participants who
are collaborating on a physical task [Kraut et al., 2003]. In this work,
the researchers describe experiments in which two participants collaborate
to repair a bicycle. One person, the “worker”, was responsible for per-
forming the physical labor needed to repair the bicycle; a second partici-
pant, the “helper”, provided instructions and assistance. Two experiments
were conducted: one in which workers wore a head-mounted video system,
which allowed helpers to see the workers’ hands and actions, which was
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compared against an audio-only condition; in the second experiment, the
head-mounted video system was compared against a side-by-side condition
in which the helpers and workers were collocated.

The results indicated that workers performed more efficiently when the
helper was physically present with them, although a remotely-located helper
was more beneficial than no helper at all. The fact that co-present collab-
orators can both see the objects relevant to the task, the area around the
task, and the behavior of their partners is a major benefit. Analysis of par-
ticipants’ conversations indicated that they used this visual information to
make conversational utterances more efficient. The researchers concluded
that video-mediated dialogs were less efficient than side-by-side dialogs due
to several factors: the video system did not capture important elements such
as the workers’ facial expressions; making use of the video system required
participants to try and establish what objects were or were not part of the
shared view; and helpers had no way to gesture to task objects. The study
demonstrated that shared visual space helps to facilitate grounding in a
number of ways, and that the effectiveness of a video configuration depends
on the extent to which it captures key elements of the visual space.

Gergle, Kraut, and Fussell further examined how visual information im-
proves the efficiency of conversations in [Gergle et al., 2004]. In these exper-
iments, pairs of participants worked together to complete an online puzzle.
“Helpers” were able to see the completed puzzle and provide instructions,
but only “workers” were able to manipulate puzzle pieces. Because the
communication was mediated by computers, the experimenters were able
to manipulate what portion of the worker’s workspace was displayed to the
helper on the helper’s screen. They also manipulated the rate at which
the helper’s screen was updated; that is, in some conditions the helpers
had a delayed view of what workers were doing. The data indicated that
workers changed what they said and did based on what the helper could or
could not see; this is consistent with Clark and Brennan’s work that people
change their grounding strategies based on the costs and affordances of the
communication technologies available to them [Clark and Brennan, 1991].

The goal of this thesis is to facilitate this grounding process between a
user and a robot such that each can understand the other for the purpose
of achieving the user’s goals. One of the most significant contributions is
the adaptation of the presentation-acceptance process for use in exploration
robotics mission planning.
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2.4.2 Situation Awareness

In addition to common ground theory, situation awareness is a theoretical
framework which has been used to analyze how people work with robots or
teammates. Endsley defines situation awareness (SA) as “knowing what is
going on around you” [Endsley, 2000]. This includes perceiving elements in
the environment, understanding their meaning, and being able to predict
their status in the near future [Drury et al., 2003]. Situation awareness-
based approaches differ from common ground theory in several ways, in-
cluding SA’s primary focus on the human operator(s), conceptualization of
human-robot interactions as non-symmetrical, and emphasis on real-time,
synchronous interactions. By contrast, common ground theory focuses on
the ongoing “conversation” between the robot and human over time and
how mutual knowledge is created or disrupted.

Within the HRI domain, situation awareness has been examined par-
ticularly with urban search and rescue (USAR) robots [Burke et al., 2004;
Drury et al., 2003; Yanco et al., 2004]. These studies tend to focus on the
information needs of the human operator(s). For example, Burke et al. as-
sessed the situation awareness of USAR operators in a training scenario by
answering the following question:

How well did the operator understand what he was seeing through
the robot’s eye-view, what the robot’s state was at any given mo-
ment, and how the robot-supplied information related to other
operator knowledge concerning the technical search operation?
[Burke et al., 2004]

In addition, Casper and Murphy [Casper and Murphy, 2003] found in
their study of human-robot teams responding to the World Trade Center
disaster that operators’ lack of awareness regarding the state of the robot
and how it was situated in the rubble affected the performance of the teams.
Empirical work indicates that USAR operators spend significantly more time
trying to gain SA—assessing the state of the robot and environment—than
they do navigating the robot [Burke et al., 2004; Drury et al., 2003].

Burke and Murphy also note that the SA between two operators working
with the same robot can, through communication, become a foundation
for common ground; however, they do not test this relationship directly
[Burke et al., 2004]. In more recent study, they found that video from the
robot itself could also help operators build common ground with each other
[Burke and Murphy, 2007]. As described above, these studies of HRI in the
USAR domain examine how much SA operators have while using robots and
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what the process is by which operators obtain SA. Common ground theory
emphasizes the information needs of both the human and the robot, the
need to establish that they share this information, and the “conversation”
through which this mutual knowledge is built.

A second difference between SA and common ground theory involves how
the interaction between humans and robots is characterized. In a discussion
of awareness in HRI, Drury addresses the “non-symmetrical nature of the
human-robot collaboration” [Drury et al., 2003]. In particular, for each of
Drury’s five types of awareness in HRI (human-human, robot-human, robot-
robot, and human overall), different types of information are required. For
example, robots must have awareness of the commands which they have
received from humans, but only humans must be aware of the overall goals
of the joint activity. This thesis argues that errors and miscommunications
can arise when humans and robots do not have mutual knowledge with
respect to information such as higher-level goals. While the interaction
between a human and a robot may never be (or should be) truly symmetrical,
common ground theory demonstrates the importance of mutual knowledge
for successful joint activities.

It is also important to note that Endsley emphasizes the importance of
time in SA, such as an operator’s awareness of “how much time is available
until some event occurs or some action must be taken” [Endsley, 2000, p. 7].
This is very relevant to work on HRI for USAR, which tends to focus on
“real time” interaction (with teleoperated robots); however, its applicability
is less clear for HRI with robots that are remotely and asynchronously com-
manded. Previous common ground research has specifically considered the
challenges faced by collaborators who are separated by space and/or time;
these constraints on the grounding process and their applicability to remote
exploration robotics are discussed in greater detail in Chapter 5.

In summary, previous work in situation awareness for HRI, particularly
in the USAR domain, has tended to focus primarily on the information needs
of human users as part of a non-symmetrical, real-time interaction with
robots. By contrast, common ground theory emphasizes the “conversation”
which must take place between a user and robot in order for them to build
mutual knowledge while addressing the challenges of remote, asynchronous
interaction.
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2.5 Applications of Common Ground Theory

Common ground theory has been applied both to human-computer interac-
tion and, more recently, to human-robot interaction problems; this section
describes relevant work in these areas and contrasts it with the approach
utilized in this thesis.

2.5.1 Common Ground and Human-Computer Interaction

Although the common ground framework was developed to understand con-
versation and collaboration among people, not between people and ma-
chines, recent work has extended the framework into the field of human-
computer interaction [Brennan and Hulteen, 1995; Paek and Horvitz, 1999).
This research suggests that interfaces can be improved by thinking about
the users’ experience as a conversation in which shared meaning between the
user and the interface must be developed. By ensuring that common ground
can be constructed incrementally, users have more information about what
has and has not been understood and can correct accordingly [Brennan and
Hulteen, 1995]. Studies of the Life in the Atacama project have demon-
strated how a lack of common ground contributed to problems experienced
by the science team and the engineering team (Chapter 3). By encourag-
ing the grounding process between a human and robot, the likelihood that
their collaboration will be successful is increased. The use of Robot-Proxy
Grounding is a first step towards remedying these types of problems.

2.5.2 Common Ground and Human-Robot Interaction

Kiesler has described experiments reporting more effective communication
between people and robots when common ground is greater [Kiesler, 2005].
Other researchers have found that information exchange is more effective
when a robot can adapt its dialog to fit a user’s knowledge [Torrey et al.,
2006].

Severinson-Eklundh and her colleagues used common ground theory as a
basis for the dialog system used by Cero, a service robot designed to perform
fetch-and-carry tasks in an office environment [Severinson-Eklundh et al.,
2003]. Cero uses natural-language and gestures to communicate with users.
The dialog system utilizes a “cautious grounding strategy aimed at assuring
that the user is certain about what instructions the robot has received and
is about to carry out” [Severinson-Eklundh et al., 2003, p. 11]. If the robot
receives a command that is only partially understood by the dialog system,
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it will ask for clarification; if the user provides an acceptable clarification
for the unclear part of the command, the rest of the command is assumed
to be part of the common ground. Cero also provides feedback using speech
and gestures corresponding to different depths of grounding according to the
work of Brennan and Hulteen [Brennan and Hulteen, 1995]. For example,
to indicate that Cero can hear the user (a relatively shallow level of ground-
ing), the robot raises its head toward the user. To indicate that the robot
is reporting on text execution (a relatively deep level of grounding), the
robot makes a “walking” gesture and states that it is executing the task.
This emphasis on building common ground through gestures and spoken,
natural-language interaction is not necessarily applicable to the exploration
robotics domain. Many exploration robotics systems do not incorporate
natural-language dialog nor do these robots have the capability to gesture.
Robot-Proxy Grounding adapts common ground theory to this domain by
conceptualizing the planning process itself as a communication method and
the use of presentation-acceptance phases to promote common ground as
planning proceeds.

Burke and Murphy conducted a study during a USAR training scenario
in which they gave team members video taken from the robot’s point of
view, arguing that “the robot can serve as a source of common ground for
the distributed team” [Burke and Murphy, 2007]. They found that the use
of RSVP (remote shared visual presence) predicted team performance, but
its efficiency may vary based on the users’ experience and team cohesion.
This study demonstrates how a robot can provide information which helps
improve users’ mental models of a given situation. This thesis assumes
that team members are collocated with each other and must build common
ground with the robot in order to successfully accomplish exploration tasks.

Li et al. have introduced a dialog system for mobile robots that uti-
lizes presentation and acceptance phases, but it primarily focuses on natu-
ral language conversation and face-to-face interaction [Li et al., 2006]. By
contrast, Robot-Proxy Grounding extends common ground theory to situa-
tions involving remote collaboration which do not necessarily utilize natural
language dialog. Robot-Proxy Grounding promotes the grounding process
with respect to a user’s goals through mission planning. By encouraging the
grounding process between a human and a robot, the likelihood that their
collaboration will be successful is increased.

A summary of how Robot-Proxy Grounding differs from the most rele-
vant research discussed in this chapter is shown in Table 2.1. As illustrated
in this table, most applications of common ground theory with respect to
HRI have focused on social interactions in which the robot and human are
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Common | Use of Remote No Natural | Exploration
Related Work Ground | Robot | Collaboration | Language Task
Brennan and Hulteen [1995] X
Paek and Horvitz [1999] X
Burridge et al. [2003] X X X
Severinson-Eklundh et al. [2003] X X
Burke and Murphy [2004] X X X X
Murphy [2004] X X X X
Scholtz et al. [2004] X X X X
Siino and Hinds [2004] X X
Yanco et al. [2004] X X X X
Kiesler [2005] X X
Fong et al. [2006] X
Torrey et al. [2006] X X
Li et al. [2006] X X
Moshkina et al. [2006] X X X X
Robot-Proxy Grounding X X X X X

Table 2.1: Robot-Proxy Grounding contrasted with other related work.

collocated and engage in natural language conversations. The Mission Re-
pair Feature of the MissionLab planning tool is similar to the implemen-
tation of Robot-Proxy Grounding presented in this thesis [Moshkina et al.,
2006]. This tool provides a graphical user interface designed to support the
manual creation of missions for autonomous robots; example tasks include
moving to a location or surveying a room. After the user has specified a
mission, he can “play back” the plan and observe the robots’ behavior. If
the user observes erroneous behavior, he can use the Mission Repair Fea-
ture. This feature guides the user to identify and correct errors in the plan.
Moshkina et al. demonstrate through user studies the effectiveness of this
technique in reducing the number of unsuccessful missions and increasing
ease of use of the software. However, this technique places the burden of
identifying errors largely on the user. Robot-Proxy Grounding focuses on
building shared information between the robot and user. This allows both
parties to collaborate to ensure that plans meet the user’s goals.

2.6 Summary

In order for two individuals to collaborate successfully on a joint task, they
need common ground. As the individuals participate in the task, they grad-
ually build common ground through the presentation-acceptance process.
This thesis focuses on a human and an autonomous robot collaborating on
an exploration task, a problem relevant to space robotics, urban search and
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rescue, and educational robotics. Common ground theory has been applied
to human-computer interaction as well as human-robot interaction. Robot-
Proxy Grounding builds upon common ground theory through an emphasis
on promoting common ground between a person and a robot who are col-
laborating remotely without natural language-driven interaction.
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Chapter 3

Foundations of Robot-Proxy
Grounding

To date, I have conducted studies of two different human-robot systems: the
Personal Exploration Rover museum exhibit, conducted in conjunction with
Debra Bernstein, Kevin Crowley, and Illah Nourbakhsh, and the Life in the
Atacama project, conducted in conjunction with Pamela Hinds and David
Wettergreen. The results of these studies, in particular the observations of
the Life in the Atacama project, serve as the foundation of this thesis.

This chapter provides a brief introduction to the methodology which
was utilized in these studies, followed by a more detailed description of each
project and a discussion of how the results form a foundation for Robot-
Proxy Grounding.

3.1 Research Methodology

The Personal Exploration Rover and Life in the Atacama system studies
which form the foundation of this thesis are mainly qualitative studies of
human-robot systems. This section provides background information on the
methodological techniques used in this thesis: observational studies and the
coding methods used in social science work.

3.1.1 Observational Studies

Turkle documented the process by which children develop a relationship
with computers through ethnographic observations and interviews [Turkle,
1984]. Turkle found that children first philosophize about the nature of
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computers, then desire to master them, and then construct identities with
respect to them. Similarly, this thesis is based upon how people understand
and use robots as documented through ethnographic observation (described
in detail in Section 3.3).

Observational studies have been used in a wide variety of HRI domains.
As described above, observational studies have been conducted on USAR
operations, including studies of the Robocup Rescue competition [Yanco
et al., 2004; Scholtz et al., 2004] and studies of USAR training exercises
[Burke et al., 2004; Burke and Murphy, 2004]. More recently, Drury et al.
have conducted an observational study of uninhabited aerial vehicle training
[Drury et al., 2006]. These studies have demonstrated the value of careful
observation of users outside of a research laboratory as they interact with
robots to solve real-world problems.

Other ethnographic observations of human-robot systems include work
by Jones and Hinds, who studied SWAT teams and used their findings to
develop a system for coordinating distributed robots [Jones and Hinds, 2002].
Siino and Hinds conducted an ethnographic analysis of a community hospital
before an autonomous mobile robot arrived to be used at the hospital and
documented how different groups of hospital employees made sense of the
new technology [Siino and Hinds, 2004]. These groups interpreted the robot
and its use in a variety of ways; the authors argue that people become
committed to these interpretations and that new organizational structures
will form as a result. The methodology of these studies was utilized to
collect data about a particular human-robot system (the LITA project);
in particular, the analysis focused on how common ground is created or
disrupted between people and robots. This data serves as a basis for the
development of Robot-Proxy Grounding.

3.1.2 Coding Schemes

Once ethnographic observations or interviews have been conducted, the de-
velopment of a coding scheme allows for chunks of data (such as lines of
an interview transcript) to be categorized. For example, in work involving
the Personal Exploration Rover, lines of interview transcripts were labeled
with categories such as “Anthropomorphism” and “Role of Robot” accord-
ing to the topic of each utterance (see Section 3.2 for more details). This
technique has a long history of use in the behavioral sciences [Strauss and
Corbin, 1998]. Within human-robot interaction, this technique has been
used by Nourbakhsh et al. in their work with educational robotics [Nour-
bakhsh et al., 2003, 2004]. The development of a coding scheme for cate-
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gorizing types of utterances with respect to learning and museums can be
found in [Schauble et al., 2002] and [Crowley and Jacobs, 2002]. This type
of coding process helps us to convert qualitative data to quantitative data,
to identify patterns in qualitative data, and to interpret how people think
about robotic systems.

These two different types of research methodologies represent the pri-
mary methods by which the data that forms the basis of Robot-Proxy
Grounding was collected and analyzed. These research methods are not
commonly used within the robotics community, at least in part because
most roboticists have been trained in computer science or engineering as
opposed to the social sciences. Because these methods emphasize users’
experiences and knowledge, they are well-suited to examining problems re-
lating to common ground and the grounding process. It is hoped that this
thesis will further encourage the use of these methodologies for examining
human-robot systems. The two projects which were analyzed for this thesis
are the Personal Exploration Rover museum exhibit (Section 3.2) and the
Life in the Atacama Project (Section 3.3).

3.2 The Personal Exploration Rover

The Personal Exploration Rover (PER) is the third rover designed and built
as part of the Personal Rover Project [Nourbakhsh et al., 2004]. The goal
of this project is to design and build interactive robots capable of educating
and inspiring children. The PER was designed as a tool to educate the
public about certain aspects of NASA’s Mars Exploration Rover (MER)
mission. The goals of the PER are to demonstrate to the public that rovers
are tools used for doing science and to illustrate the value of on-board rover
autonomy.

3.2.1 System Description

Physically, the PER is reminiscent of the MER in its overall mechanical
design (Figure 3.1). The PER is a six-wheeled robot that uses a Rocker-
Bogie suspension system similar to that used on the MERs. The PER is
equipped with a camera and infrared range finder mounted on a pan-tilt head
as well as an ultraviolet light for conducting simulated scientific testing.
The PER museum exhibit consists of a PER deployed inside a simulated
Martian environment (the “Mars yard”) complete with several large rocks
as “science targets” and an interactive kiosk, equipped with a trackball and
a single button. The premise of the exhibit is that visitors will use the robot
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Figure 3.1: The Personal Exploration Rover (PER) at a museum installa-
tion.

to search for life within the Mars yard. The robot is able to test for signs
of life using a simulated organofluorescence test, in which the robot shines
a UV light on a rock. As the robot conducts the test, it sends a picture of
the rock back to the kiosk, where visitors look for a “glow” indicating the
presence of (simulated) organic material.

There are a three different groups of individuals who have had interac-
tions with the PERs since the PER project began. These are the creators
of the PERs at Carnegie Mellon University, museum employees at the PER
installation sites, and the museum visitors who use the PER exhibit (Figure
3.2). Bernstein et al. [Bernstein, 2004] conducted a study of how visitors
interact with and react to the PER exhibit, but these interactions rarely
last more than several minutes. Museum employees, including administra-
tors, explainers, and technical support people, were chosen to be the focus
of this study due to their regular interactions with the PERs over a period
of months. These interactions include setting up the PERs at the start of
the day, changing their batteries, diagnosing and repairing problems, and
talking about the PERs and their exhibit to museum visitors. In addition,
museum employees together form a group of naive initial users who will
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Figure 3.2: Collaboration diagram of all members of the PER system and
their interactions [Stubbs et al., 2006a].

learn over time and develop cognitive models that they initially may not
have had. These two characteristics make them a group well-suited for a
study of long-term human-robot interaction.

3.2.2 Long-Term Human-Robot Interaction

Method

For this study, the goal was to develop a methodology that would enable
me to answer the following types of questions about employees’ cognitive
models of the PER:

e How does the employee’s conception of robot intelligence change over
weeks of interaction?

e How do employees anthropomorphize the robot, if at all?

e As employees gain more experience working with the robot, how do
their descriptions of its capabilities change?

e How do employees see the connection between the PER and the MER?
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In order to answer these questions, museum employees were interviewed
periodically from December 2003 through June 2004. These open-ended
interviews were conducted once before the PER exhibit had been installed,
one to two weeks after the exhibit had been installed, approximately one
and a half months after installation, and approximately three and a half
months after installation. The exact questions asked to employees at each
interview varied slightly, but each employee had an equal opportunity to
comment on all question topics. Eighteen museum employees at four PER
installations were interviewed; of these, only eleven were able to complete
the first three interviews. The code running on-board the PER and on the
kiosks remained essentially unchanged throughout the course of the study.

After the interviews were transcribed, a coding scheme was designed
to reflect the museum employees’ thoughts about the robot (a complete
description is available in [Stubbs et al., 2005]). This coding scheme was used
to categorize what the employees were talking about (i.e., the Reliability
code was used to label statements relating to the reliability of the PER, but
the presence of this code does not necessarily indicate employees felt the
PER was more reliable than other exhibits).

Results

All together, the forty-four interview transcripts contained 2,821 lines of
text. Each line that was transcribed was assigned a particular content code.
The data from the eleven employees who completed the first three interviews
were used to compute matched-sample statistics. The distribution of content
codes is shown in Figure 3.1.

The fact that there were many significant changes in employees’ talk
about the PERs between the first and second interviews suggests that reg-
ular interaction with a robot for even two weeks has a large impact on a
person’s cognitive model. However, the only content code that increased
across all three interviews was Anthropomorphization. In addition, talk
about anthropomorphization was significantly positively correlated with talk
about visitors, reliability, and intelligence (N = 44, p < 0.05, p < 0.01, and
p < 0.01, respectively).

Based on the changes that were observed in this study, some of the key
factors that should be considered when constructing a cognitive model of
how people understand robots include:

e A robot’s actual failures and successes may be more important than its
purported capabilities. In order to aid people in developing accurate
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Interview

Code 1 2 3

Reliability 1.1% *71% 6.1%
Anthropomorphization | 1.1% | *10.1% | 18.4%
Intelligence 1.7% | *6.4% | 4.3%
Different POV 7.1% 4.0% 0.5%
MER mission 11.1% 8.5% *4.3%
Role of robot 12.2% | 41% | 0.5%
Capabilities 14.5% | 10.9% | 13.5%
Failures 17.0% | 17.3% | 16.7%
Visitor description 34.1% | *31.5% | 35.8%

Table 3.1: For each interview and content code, the value listed is equal
to the ratio of the number of times that that content code was used out of
the total number of lines coded. *Indicates a statistically significant change
(one-way repeated-measures ANOVA). [Stubbs et al., 2005]

cognitive models, it is best to keep robot behavior transparent (it
should be obvious to users what the robot is doing). Providing this
transparency into the robot’s successes and failures will allow users
to develop the best possible cognitive model, one based on their own
experiences rather than on extensive pretraining.

e Anthropomorphism is a broad concept, and there was a significant pos-
itive correlation between talk about anthropomorphism and a number
of other concepts, such as reliability. While it is clear that anthro-
pomorphization is an important part of a person’s cognitive model
of a robot, exactly what role anthropomorphism plays in that model
remains an open question.

e Talk about higher-level concepts, such as the idea of robotic intelli-
gence, declined over time but this decrease was matched by an increase
in talk about anthropomorphism. This suggests that people may be
thinking of the robot less as a machine and more as a collaborator.
A quantitative model of long-term human-robot interaction will need
to recognize this distinction between “interactive device as robot” and
“interactive device as collaborator” as a person moves from one to the
other.
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3.2.3 Impact on Formation of Robot-Proxy Grounding

This kind of attention to understanding people and how they think about
robots is crucial in order to develop technologies that will remain useful to
people for long periods of time. In the case of exploration robotics, scientists,
like museum employees, are long-term, naive robot users. While the focus of
this study was primarily on the knowledge and beliefs of these users without
considering the information possessed by the robot, the results lead to some
of the key concepts which were developed as part of Robot-Proxy Grounding;:

e As demonstrated by the docent data, users may put much more weight
on the actual failures and successes they experience when using the
robot, regardless of what its stated capabilities are. This suggests
that, when building common ground between the user and robot, it
is not sufficient to provide feedback to users based solely on whether
an action is theoretically possible for the robot to execute. Users also
must build an awareness of how actions relate to each other as this
will more accurately reflect what will happen during plan execution.

e These results also suggested that people may shift their thinking about
a robot from “machine” to “collaborator”. This led to the hypothesis
that interacting with a robot proxy might also lead to stronger feelings
of collaboration; this hypothesis was confirmed this both in a proof-of-
concept study (Chapter 6) and in the final system evaluation (Chapters
9 and 10).

3.3 Life in the Atacama

This thesis is largely centered around the exploration robotics domain and
results from two years of observations of one particular human-robot system.
An analysis of this data led to the development of Robot-Proxy Grounding
and the three components of the robot proxy: a representation of science
goals, a robot model, and a goal validation system.

3.3.1 Project Description

During the fall of 2004 and 2005, Pamela Hinds and I conducted an ob-
servational study of the Life in the Atacama (LITA) project. LITA is a
multi-site, multi-disciplinary collaboration primarily funded by NASA. The
goals of the LITA project are twofold: to use the Atacama desert of Chile as
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Figure 3.3: Zoé, the “robotic astrobiologist” used in the Life in the Atacama
project.

a testing ground to develop technologies and methodologies that may some-
day be used in the robotic exploration of Mars and to generate new scientific
knowledge about the Atacama desert itself. The focus of technology devel-
opment has centered around a series of semi-autonomous mobile rovers and
science instrument payloads. Zoé€ is the most recent rover and was in use
during this study (Figure 3.3). Zoé is a four-wheeled, solar-powered rover
equipped with a number of scientific instruments, including cameras for
navigation and for acquiring panoramic images; an on-board near-infrared
spectrometer; and an underbelly fluorescence imager used for organofluores-
cence testing which can detect the presence of biological molecules such as
DNA.

This study focused on a particular part of the LITA field season known
as remote science operations. Remote science operations involved the use
of the robot by two different groups of people: the science team, located in
Pittsburgh, and the engineering team, located in the Chilean desert with the
robot. The science team was composed of biologists, geologists, and instru-
ment specialists from around the United States and Europe (Figure 3.4).
Their role was to use the robot to search for signs of life in the desert. The
engineering team was composed primarily of roboticists and instrument spe-
cialists from Carnegie Mellon University; it also included other instrument
specialists and technicians from universities in the United States and Chile.
The role of the engineering team was to ensure that the robot was operating
safely, to troubleshoot when problems arose, to collect data using instru-
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Figure 3.4: Science team members view data returned from the robot.

Figure 3.5: Members of the engineering team work to repair the robot.

ments that were not yet on-board the robot, and to ensure that the science
team was able to gather data successfully (Figure 3.5). During this study,
Z0€ was a semi-autonomous system under constant development, which re-
quired the engineering team to act as an intermediary between the science
team and the robot. Thus, the science team sent plans for the robot to the
engineering team. The engineering team then interpreted the plans, com-
manded the robot directly to collect the necessary data, manually packaged
the data, and sent the data back to the science team.
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Figure 3.6: This study examined the grounding process (a) between the science
team and the robot and (b) between the science team and the engineering team.

The goal of conducting these observations is to better understand the
interaction between the science team and the robot (Figure 3.6(a)). The
interactions between the science team and the engineering team (Figure
3.6(b)) are studied to further inform the interactions between the science
team and the robot.

In order to collect data about both sites, one researcher observed the
science team in Pittsburgh while one to two other researchers observed the
engineering team and robot in Chile. The observation process involved writ-
ing detailed field notes, drawing diagrams, and taking photographs and video
clips. Communication between observers across sites was limited in order to
allow each observer to focus completely on the local situation and to better
understand the perspective of the group that she was observing at the time.
The people observed were told that the aim of the research was to gain
a better understanding of how scientists and engineers work with remote
rovers and that we would be observing them throughout field operations.
During the 2004 field season, 138 hours of observations were conducted in
Pittsburgh and 241 hours were conducted in Chile. In 2005, 254 hours of
observation were conducted in Pittsburgh and 239 hours of observation were
conducted in Chile.

Field notes, combined with artifact documents, which included Power-
Point presentations, emails, and robot plans generated by the science team,
formed the data set. An initial reading of the data revealed many com-
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Common Ground-Related Instances 74 120
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Total 115 213

Figure 3.7: Number of problem instances related to a lack of common ground
in 2004 and 2005.

munication and coordination problems between sites. Next, the specific
errors and miscommunications which occurred were identified and classified
(e.g., “Error in plan sent to robot,” “Miscommunication regarding inter-
pretation of plan”). These errors and miscommunications are referred to
collectively as “problems.” Those problems related to common ground were
identified based on whether the science team and robot lacked mutual knowl-
edge, and, if so, what kind (e.g., “Missing contextual information,” “Lack
of transparency into robot’s behavior”). A coding of the 2004 data revealed
57 separate common ground problems that occurred during the two weeks
of remote science operations [Stubbs et al., 2006¢,b]; 91 common ground
problems occurred during the 23 days of remote science operations in 2005.

As shown in Figure 3.7, more than half of the problem instances in 2004
and 2005 related to a lack of common ground. We then used the data to
trace the causes of these problems, particularly those problems related to
the robot’s autonomous capabilities [Stubbs et al., 2007]. Improving the
grounding process is the main motivation for this thesis.

3.3.2 Autonomy and Common Ground in Human-Robot In-
teraction

In order to better understand the grounding process between the science
team and the remotely located robot, this work focuses specifically on the
impact of the robot’s level of autonomy on the grounding process. The
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analysis of robot autonomy presented here is based on the work of Sheridan
and colleagues, who define automation as “a device or system that accom-
plishes (partially or fully) a function that was previously, or conceivably
could be, carried out (partially or fully) by a human operator” [Parasur-
aman et al., 2000, p. 287]. They distinguish between types and levels of
autonomy, describing four basic types: information acquisition, information
analysis, decision selection, and action implementation. Within robotics,
these types of autonomy are commonly collapsed into three and referred to
as sensing, planning, and acting (e.g. [Veloso, 2002)):

e Autonomous sensing (information acquisition & filtering)—making ob-
servations and refining information

¢ Autonomous planning (information interpretation & decision selection)—
reacting to information or deciding actions and schedule

e Autonomous acting (action implementation)—executing a planned task
or producing reflexive reactions

Information analysis is decomposed into data transformation during sens-
ing and interpretation during planning. One robotic system can have a dif-
ferent level of autonomy of each type (sensing, planning, and acting). In
this work, the level of each type of autonomy is evaluated as either low,
moderate, or high; the metric will be the extent of external guidance re-
quired for the system to function. Low autonomy will mean that some basic
automation may be present, but both information and procedures must be
provided externally. For moderate autonomy, some required information
will be provided by an external source, such as intermediate steps or proper
system settings, but all procedures function independently. High levels of
autonomy will be characterized by systems that can both derive needed
information and proceed independently over extended periods. The most
significant contribution of the work reported here is a better understand-
ing of how different levels and types of autonomy affect grounding between
people and robots, particularly teams of people and a remote robot.

Figure 3.8 depicts the type (sensing, planning, acting) and level of Zoé’s
autonomous capabilities throughout this study. During “regular operations”
in 2004 and 2005, the robot executed plans sent by the science team with a
low degree of autonomous sensing or planning. In 2005, a science autonomy
system was introduced which allowed the robot to collect data on its own
without specific commands from the science team about where to do so.
This resulted in much higher levels of autonomy with respect to sensing,
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Figure 3.8: Types and levels of autonomy in 2004, 2005, and with the science
autonomy system.

planning, and acting. The impact of Zoé’s different levels of autonomy on
the grounding process is described in the following sections.

Regular Operations—Low to Moderate Autonomy

2004 Results. Zoé’s autonomous capabilities were very limited in 2004.
Z0é autonomously recorded data about its internal state, could detect some
failure conditions, and could detect obstacles but had difficulty accurately
estimating its position over the long term. (GPS was not used due to its
lack of relevance to planetary missions.) The robot did not interpret any
science data and possessed only a basic level of planning for scheduling
science actions. Autonomy with respect to planning and acting was low, as
engineers were often required to drive the robot manually and to command
instrument operations. Figure 3.8 illustrates Zoé’s levels of autonomy for
sensing, planning, and acting in 2004.

The types of problems which were identified in the 2004 data were pre-
dominantly problems of being able to understand references to objects of
interest brought on by a lack of co-presence between the science team and
the robot. Clark and Brennan argue that when people are not co-present,
grounding becomes more difficult; this is supported by Cramton’s work on
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geographically distributed teams [Clark and Brennan, 1991; Cramton, 2001].

According to Clark and Brennan, missing contextual information jeop-
ardizes shared understanding because “the addressee has to imagine appro-
priate contexts for both the sender and the message” [Clark and Brennan,
1991, p. 143]. The observations revealed numerous problems with contex-
tual information that bear on challenges users face when interacting with a
remote robot. Receiving erroneous data from a robot is always a possibility.
Without sufficient information about data and the context from which it
is collected, making sound scientific judgments can be challenging. In one
instance, the team received a fluorescence image in which nearly half of the
field of view appeared to be fluorescing, signaling the possible presence of
life. This caused a great deal of excitement and confusion, as it was unclear
whether the team had indeed found life, whether the camera had malfunc-
tioned, or whether some other unforeseen event had occurred. After nearly
a day spent investigating the image, the team concluded that sunlight was
responsible for the strange glow they had observed. In this case, a lack of
information about the data and its context resulted in confusion and much
time spent trying to deduce what could have gone wrong.

Effective reference in communication requires “perspective-taking” —that
is, the speaker must take into account the listener’s perspective when for-
mulating a referring expression [Krauss and Fussell, 1996]. When two peo-
ple are physically separated, it is difficult to have insight into the other’s
perspective. In particular, feedback is less immediate, more difficult to in-
terpret, and may not happen at all. Feedback, in particular feedback about
how well the speaker’s messages are being understood, is crucial to conversa-
tional grounding [Traxler and Gernsbacher, 1992]. In 2004, the science team
lacked enough information from the robot to effectively take the robot’s per-
spective, and the robot had no means to detect or improve that situation.

Discussion. During the 2004 season, the science team primarily relied
upon the data collected by the robot as well as information from the engi-
neers located with the science team in order to build common ground with
the robot. At a basic level, the science team could determine what data
had and had not been collected; however, because feedback about errors or
instrument failures that occurred was not easily accessible to the science
team, the science team turned to the engineers collocated with them, who
had the ability to contact engineers in the field, in order to obtain additional
contextual information about what was happening in Chile. Had these re-
sources not been available, the grounding process would have been further
impaired.

The most significant constraint on the grounding process at these low lev-
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els of autonomy was being able to understand the robot’s perspective—the
context in which it was operating. Lack of copresence contributed signifi-
cantly to this gap. Had the science team been able to observe the robot’s
executing commands in the desert, they would have had enough contextual
information to disambiguate problems. However, the inability to observe
the robot in context combined with a lack of feedback from the robot about
its actions inhibited grounding and led to frustration and errors. This obser-
vation is similar to studies of situation awareness, although we add to this
work by considering the “conversation” between the science team and the
robot, where the breakdowns occurred, and how the science team attempted
to create common ground with the robot. In particular, feedback from the
robot was missing as was an awareness of and adjustment on the part of
the robot to the science team’s confusion. In common ground parlance, the
“acceptance phase” of the conversation was missing. The robot engaged in
the “presentation phase” by providing information, but it did not seek evi-
dence of the science team’s understanding; therefore, the conversation was
incomplete and led to misunderstandings [Clark and Brennan, 1991].

2005 Results. In 2005, Zoé’s autonomous navigation capabilities im-
proved substantially during regular operations. Zoé could sense nearby ob-
stacles, develop basic plans to avoid them, and act on those plans with min-
imal human intervention. This allowed Zoé to drive autonomously between
locations specified by the science team. In addition, a new science autonomy
system was added to the robot, but because this system was used separately
from regular operations, it is discussed and analyzed later. In addition, as
a result of problems in establishing common ground during the 2004 field
season, the LITA engineers established the practice of sending a daily “robot
report” to the science team as a proxy for the information that the robot
should have provided autonomously. The robot report included information
about exactly which actions were executed, which actions had and had not
succeeded, instrument failures, and other contextual information.

One of the strategies that the LITA science team utilized both in 2004
and in 2005 to improve their understanding of the robot context was taking a
“context image,” a photograph taken by the robot’s SPI camera of an area
that had already been examined using the fluorescence imager (FI). This
provided the scientists with additional information about the larger area
within which the FI had been taken. However, these context images were
not always taken correctly by the robot, and the science team had to work
to detect these errors and determine what had happened. This problem
occurred on days 3, 4, and 10 (see Section C.1 for details on this scenario).

Throughout this scenario, the scientists relied on the data from the robot
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and the robot report to establish common ground regarding how the robot
was operating, and they used this information to adjust the commands they
sent to the robot. This process mirrors conversational grounding between
people in that the science team attended to the feedback provided by the
robot and adjusted their communications in hopes of being more effective.
Unlike most communication between people, however, the adjustment was
one-sided. The robot did not learn how to better communicate with the
science team and, as a result, the science team was not always successful at
deducing the robot’s actions.

In a second scenario, the science team expressed a desire to understand
exactly how far the robot traveled and exactly where data products were
collected. This was complicated by the fact that the distances the scientists
could measure in the plan creation tool, the distances shown in the human-
readable plan, the “odometric distance” that Zoé reported to have traveled,
Zoé’s estimate of how far Zoé traveled (“telemetry”), and the actual dis-
tances Zoé moved were all different and were all computed in different ways.

The data suggest that some members of the science team had an under-
standing of what Zoé’s odometry and telemetry data were. However, this
was less helpful to them when planning paths for the robot because the dis-
tances they measured in the planning tool were not necessarily the same as
the distances that appeared in the plan that was generated or the distances
that Zoé reported or actually traveled. The science team used the robot
report as a definitive source of information about how far the robot traveled
between locales. This may have been due to the fact that the robot report
was the only easily accessible source of this kind of information.

Discussion. In dealing with problems that occurred during regular
operations, the science team relied primarily on the data returned from
the robot and the robot report (the proxy for the information that the
robot might have autonomously returned itself). Without the benefit of
copresence, the science team used the robot reports and the data from the
robot as their main sources of information about what had happened in the
field, but this feedback was still inadequate to establish common ground
with the robot. The science team was not able to understand the robot; the
robot did not verify the science team’s understanding through an acceptance
phase, nor did it learn how to better refer to objects, locations, and other
environmental factors so that it and the science team could expand their
common ground.

In the 2004—2005 regular operations data, the major issues of copresence
and inadequate feedback appear to be most associated with moderate to
high levels of autonomous acting. The robot was acting autonomously (al-
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beit sometimes at low levels) by driving and deploying instruments with little
or no human interaction. Without contextual information or adequate feed-
back, it was difficult for the science team to understand these autonomous
actions. The robot had no means to maintain its end of the conversation
by detecting that the science team was having difficulty understanding the
information that it presented to them.

In summary, in 2004 and 2005 regular operations, the grounding pro-
cess between the science team and the robot as it operated at these low to
moderate levels of autonomy was primarily characterized by:

e A need by the science team to understand exactly what the robot had
and had not done

e A reliance by the science team on data returned from the robot and
about the robot

e A grounding process primarily constrained by a lack of copresence

e Inefficiency and errors on the part of the science team as a result of
not being able to establish common ground with the robot, understand
what it was doing, and command it more effectively

Science Autonomy—High Autonomy

A science autonomy system was available on Zoé during portions of the 2005
field season. It consisted primarily of software to collect and interpret sensor,
camera, and instrument data and software to plan a response, if any, to these
observations. The software was designed to allow the robot to collect science
data as it traveled between locations of scientific interest. The science au-
tonomy system allowed the science team to request autonomous collection of
normal camera images and chlorophyll-only fluorescence images (FIs); if the
robot detected that a chlorophyll-only fluorescence image showed evidence
of life, the robot could follow up by taking a full fluorescence image set. The
science autonomy system gave Zoé a much greater level of autonomy of all
three types than the robot possessed during regular operations in 2004 and
2005 (Figure 3.8). Sensing, planning, and instrument deployment were all
accomplished with little to no human intervention. When using the science
autonomy system, the science team was forced to adopt a different strategy
for grounding. In particular, issues arose around why the robot made cer-
tain decisions in addition to recurring questions about objects of reference
as described in regular operations.
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On days 1, 2, 3, 4, and 15, the science team discussed the fact that
the robot was not performing follow-ups when it should have. The science
team attempted to find out why the robot was not initiating follow-ups (see
Section C.2 for details on this scenario). In contrast to the examples from
regular operations in 2004 and 2005, this is a case in which the science
team understands what has and has not been done but is baffled about
why the robot made particular decisions. They attempt to reason amongst
themselves and with an engineer about what Zoé might be “thinking,” but
they do not have an adequate understanding of the robot’s decision-making
algorithms or enough feedback from the robot to communicate well enough
to get the data they want. The robot, for its part, has no means to represent
or reason about why the science team has chosen particular actions. The
robot is thus unable to ensure that the rationale for its actions is understood
and its decisions are consistent with the science team’s larger goals.

In the field, the engineering team was aware that at times there were
problems with the follow-up mechanism due to water being present on rocks
or due to sunlight shining under the robot. Because the science team lacked
this information about the context within which the follow-up Fls were
taken, they had to try and deduce why the robot decided not to conduct
follow-up FlIs based on the data available to them. Their grounding strate-
gies included examining the chlorophyll FIs to see how strong the signal was
and calculating the time of day at which images were taken to see if sunlight
might have been an issue. In this example, there is evidence of breakdowns
in both shared perspectives between the science team and the robot about
what was located where and why things were or were not done.

Discussion. With the high levels of sensing, planning, and action au-
tonomy that the robot possessed when using the science autonomy system,
the science team’s problems were less focused on exactly what the robot
was doing; rather, they were primarily concerned with why the robot was
making particular decisions.

Copresence continued to be a constraint and was particularly pronounced
as the science team attempted to understand the robot’s high levels of au-
tonomous sensing and action. In addition, we observed that transparency
became a constraint with high levels of planning autonomy. Even if the
science team had been watching the robot as the science autonomy system
was working, they would not necessarily have had enough information to
determine why the robot stopped in particular locations or why it did or
did not perform follow-up FIs. The science team not only had to understand
how the robot would react to positive or negative evidence of life, but they
also had to try to understand the robot’s analysis process.
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Based on the strategies used by the science team to understand the sci-
ence autonomy system, it appears that transparency into the robot’s decision
making process became the primary constraint on the grounding process.
The robot report provided only factual information and nothing about why
the robot performed measurements or follow-ups as part of the science au-
tonomy system. Instead, the science team used the data to determine what
may have happened and then relied on engineers to explain the algorithms
behind how the robot made decisions.

Transparent interactions have been defined as those in which a user can
“see through” the logic behind a machine’s operation. Some researchers
have focused on users’ understanding [Sinha and Swearingen, 2002], others
on the explanations provided by the robot [Herlocker et al., 2000], and oth-
ers on making the system transparent enough that no mental model of it
is required [Goodrich and D. R. Olsen, 2003]. Consistent with the common
ground framework, this work approaches transparency as a dynamic feature
of the interaction between the science team and the robot. Transparency
therefore refers to the process of developing common ground between the
science team and the robot about the robot’s logic. Bardram and Bertelsen
[Bardram and Bertelsen, 1995] similarly suggest that transparency can not
be understood as a static feature but must reflect a deliberate formulation
and refinement of understanding during the course of human-computer inter-
action. Although people certainly ask questions and converse about reasons
for their thoughts and actions, this idea of understanding someone’s logic
is not well articulated in current work on common ground. From these ob-
servations of the LITA project, it can be argued that the dynamic creation
of transparency—promoting transparency throughout the course of interact-
ing with the robot—becomes a more crucial element for creating common
ground as robots acquire higher levels of autonomy, particularly autonomous
planning.

This shift from a focus on missing contextual information to a lack of
transparency can be seen in Figure 3.9. This figure shows, of the 148 prob-
lems related to common ground which we identified from the 2004 and 2005
data, the problems for which missing contextual information or a lack of
transparency was the most significant cause. As the graph indicates, the
nature of the problems shifted almost entirely away from problems with
missing context to issues of transparency about the robots’ decisions and
logic. It is also important to note that each common ground problem may
have occurred on multiple days; and, in fact, problems related to a lack
of transparency generally took more days to resolve than those related to
missing contextual information.
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Figure 3.9: Common ground issues for problems relating to autonomy.

Conclusion

For this study, the researchers spent a total of over 800 hours observing the
Life in the Atacama (LITA) exploration robotics mission and documenting
the grounding process of the LITA science team and the remotely-located
robot, Zoé. These observations suggest that the factors that disrupted
grounding changed as the robot exhibited more autonomy. As autonomy
increased, rather than being confused about the context in which the robot
was collecting data, members of the science team became confused about
why the robot was doing what it was doing. The observations also indicated
that the grounding process became more complicated when the entire team
attempted to work together with the science autonomy system. The data
suggest that a team’s shared mental model of an autonomous robot is more
complex, more variable, and needs to be more consistent across teammates
than mental models of simple devices.

Higher autonomy did not necessarily lead to better or more error-free
interaction. Common ground problems emerged whether autonomy was low
or high. The data suggest that designers need to be aware of how autonomy
changes the type of information needed from the robot and the type of “con-
versation” that is necessary between the robot and the people with whom
it is interacting. For grounding to occur with robots that have low levels of
autonomy, contextual information and feedback are particularly critical; at
high levels of autonomy, particularly for autonomous planning, users need
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transparency with respect to the robot’s decision-making processes.

3.3.3 Impact on Formation of Robot-Proxy Grounding

The errors and miscommunications which were documented in the course
of this study served as motivation to work to improve human-robot interac-
tion in this problem domain. The concept of the “robot proxy” developed
from an analysis of the challenges inherent in conducting remote explo-
ration robotics. Within the domain of remote exploration robotics, the cost
of mistakes in data collection is extremely high. Data that is not useful to
the science team wastes valuable time and resources. However, delay costs
are extremely low: the science team does not pay a penalty in terms of data
return if the team spends time revising the plan (given that the plan is sent
to the robot after the robot finishes daily operations). Therefore, this thesis
introduces a software system that can participate in the grounding process
during plan creation before the plan is sent to the robot. This system acts
as a proxy for the robot, providing crucial feedback to the science team and
supporting transparency without consuming time or resources during plan
execution. The beauty of such a robot proxy-based system is that it im-
proves upon conversational grounding between people, which requires the
availability of both parties. It is possible to exactly recreate the behavior
of the robot through this system without the actual robot’s being part of
the conversation. This enables people interacting with a remote robot to
understand exactly how it would respond to their requests and provides the
immediate feedback so critical to the grounding process.

Based on the observations of how the science team utilized Zoé in 2004
and 2005, this thesis presents a formalized goal representation which is used
to encode the scientists’ higher-level goals. Through Robot-Proxy Ground-
ing, the robot works to determine whether the goals are physically possible
and internally consistent, promoting common ground between the scientist
and robot.

When developing evaluations for the robot proxy concept and the actual
implementation, the Life in the Atacama project served as the basis for the
tasks participants would complete. The tasks in both studies involve driving
a robot around a desert, deploying instruments to collect data about objects
of interest. While these studies were not nearly as complex as the scientists’
work in the LITA project, the narrative was sufficiently compelling that
nearly every participant was motivated to complete the task successfully.
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3.4 Summary

These studies of two different human-robot systems, the Personal Explo-
ration Rover museum exhibit and the Life in the Atacama project, serve as
the foundation of this thesis. The Personal Exploration Rover studies fo-
cused particularly on the mental models of individuals interacting with the
robot [Stubbs et al., 2005, 2006a], an important aspect of common ground.
The Life in the Atacama studies demonstrated the errors and miscommu-
nications that can occur when collaborators lack common ground [Stubbs
et al., 2006¢,b]. In addition, analysis of the impact of robot autonomy on
the development of common ground forms the basis for the introduction of
the robot proxy as a means to promote common ground between a scientist
and a remotely-located robot [Stubbs et al., 2007].
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Chapter 4

Characterization of Common
Ground for Human-Robot
Interaction

This chapter introduces a novel characterization of common ground for
human-robot interaction which focuses on the mutual knowledge held by
a human and robot about the robot’s current state and its current context.
These aspects of common ground are not well-represented in previous work
in common ground theory. This chapter also includes an analysis of how
this characterization generalizes across two exploration robotics systems.

In examining common ground for human-human interaction, Clark posits
that the common ground between two participants in a joint activity can be
divided into three parts [Clark, 1996, p. 43]:

1. Initial common ground, which represents the background knowledge
that participants assumed they shared when they began the joint ac-
tivity.

2. Current state of the joint activity, which represents what participants

believe the state of the activity is at the current time.

3. Public events so far, which represents the history of events that par-
ticipants believe have occurred in public before the current state.

Much of the initial common ground between two people can be derived
from basic knowledge about human beings or from cultural norms. As Clark
argues, “All of us take as common ground, I assume, that people normally
have the same senses, sense organs, and types of sensations” [Clark, 1996,
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p. 86]. When interacting with a robot, however, a person cannot take for
granted how the robot functions. Robots may possess a variety of sensors
which do not have a human analogue, such as infrared detectors. Under-
standing the sensing and actuation mechanisms in a robot can be very chal-
lenging, which can result in difficulties in predicting and interpreting robotic
behavior over time. This suggests that a more detailed characterization of
common ground might be helpful for understanding human-robot interac-
tions.

4.1 Common Ground for
Human-Robot Interaction

Given the initial common ground and the history of public events, additional
detail regarding the current state of the joint activity is provided by the
following two components:

1. The current state of the robot, which represents the properties
of the robot itself. The current state of the robot includes what sen-
sors/actuators it has, what sensors/actuators are currently function-
ing, the robot’s current goal/task, the pose of the robot, and the pose
of the robot’s sensors/actuators. The current state of the robot also
includes the current capabilities of the robot, which represent the com-
mands that the robot can execute given what sensors and actuators
are currently functioning. Some aspects of the robot’s current state
may be visible to an external observer (whether or not its wheels are
moving), while others may be invisible (the temperature of the robot’s
processing unit).

2. The current context in which the robot is operating, which
represents the properties of the environment in which the robot is
located. This information includes what the robot’s position is with
respect to the environment, where obstacles are located, what type of
terrain the robot is situated on, etc.

This characterization includes as part of the robot state those commands
which are executable at the current time; that is, the set of commands which
the robot can execute given which sensors/actuators are functioning. If a
particular sensor or actuator breaks entirely or only has limited functionality,
the set of commands which the robot can execute may change over time.
This is particularly relevant in the case of remote exploration robotics, in
which it may not be possible to repair the robot.



4.1. COMMON GROUND FOR HRI 73

This two-part characterization is a novel contribution of this thesis; it is
compelling because it is important for HRI but not well-captured in Clark’s
work. Clark’s representation of common ground between two people as-
sumes that this level of specificity is not necessary because so much of the
underlying information is well-known to people: humans can infer a great
deal about a collaborator based on the fact that they are both human. Peo-
ple can interpret one another’s gestures and facial expressions, for example,
and we have a great deal of knowledge about normal human capabilities and
behavior. When a person is no longer collaborating with another human,
however, much of this knowledge may be unhelpful. In order to capture
what knowledge is necessary for a human and robot to interact successfully,
it is important to consider common ground with respect to the robot’s state
and context.

While Clark’s work does not specifically address these issues of state and
context, Cramton has captured the importance of mutual understanding of
context; however, her work remains limited in its applicability to HRI. In
particular, Cramton has identified five failures of mutual knowledge which
can occur between teams of people working in different physical locations
[Cramton, 2001]. Cramton cites missing contextual information as a signifi-
cant problem which can occur between teams: team members are not aware
of the different contexts in which they are working, such as different national
holidays or different business hours. This is very relevant to HRI because
robots operate in the physical world and thus an awareness of their environ-
ment is critical to ensure a successful interaction. This is particularly true
in exploration robotics as the robot and human do not necessarily share the
same physical world.

Cramton’s other mutual knowledge problems relate to the distribution,
salience, speed of access to, and interpretation of information relating to the
task at hand. When describing these problems, Cramton does not specifi-
cally differentiate between information about the team’s task and informa-
tion relating to team members’ current states or to their expected behaviors.
Much of this information may be assumed to be common ground when all
participants are human, but a person interacting with a robot cannot make
these same basic assumptions. Thus, for analysis of HRI systems, Cramton’s
work does not adequately capture the importance of mutual knowledge of
the robot’s state.

According to the novel characterization presented in this chapter, when
a human and robot interact, the robot’s state and context are part of their
common ground. This implies that a successful interaction has three com-
ponents:
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e The robot must have self~-awareness: The robot must have informa-
tion about its current state and context. In order to function effectively
in the world, a robot must possess information in some form about its
own capabilities and task. Because the robot acts in the physical
world, it must be able to sense whatever aspects of its environment
are relevant to its task. Noisy or inaccurate sensor data may result in
an inaccurate representation of the world, which may have deleterious
consequences for robot performance. Robotics researchers continue
to address these challenges by creating robots which are increasingly
autonomous and more aware of themselves and their environments.

e The robot must support transparency: The user must have infor-
mation about the robot’s current state and context. Researchers from
a variety of domains including robotics, human-computer interaction,
and ergonomics are working towards the development of robot inter-
faces which support this awareness. In order to ensure that the user
sends commands to the robot which are feasible and meet the user’s
goals, the user must be aware of the robot’s capabilities, what sen-
sors/actuators are currently functioning, etc. The user must also be
aware of the robot’s environment, as the environment may affect the
result of an executed command.

e The person and robot must have mutual knowledge: Both the user
and robot must know that they have information about the robot’s
current state and context. This is a novel concept for many roboticists,
particularly in domains such as remote exploration robotics, in which
human-robot interaction bears little resemblance to human-human,
conversational interaction. Setting aside the issue of whether or not a
robot can “know” something in the same sense that a person does, it
is important for the person, at least, to be aware of the fact that both
she and the robot have knowledge of the robot’s state and context.
As Clark and colleagues have demonstrated, this mutual knowledge is
the foundation of successful collaborations [Clark and Wilkes-Gibbs,
1986; Clark and Marshall, 1981]. In order for two individuals to work
together, they must coordinate what they do and when they do it;
this can only happen if both parties appeal to their current common
ground [Clark and Brennan, 1991].

As a simple example, consider the case of a robot which has been de-
ployed in an abandoned mine. The user, located outside of the mine, wishes
to direct the robot to a particular corridor inside the mine in order to inspect
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it for damage. As the robot begins to enter the mine, if it does not have
awareness of its own state, it cannot tell whether its wheels are moving and
it is making progress. If it lacks awareness of its context, the robot cannot
tell where the walls of the mine are, and it risks colliding with them. Simi-
larly, the robot must provide the user with transparency into the robot’s
state and context. If the user lacks information about the robot’s state,
she will not know whether the robot is functioning properly or needs to be
retrieved from the mine. If the user lacks information about the robot’s
context, she will not know where the robot is located or if it has reached
the goal location. Mutual knowledge is required in order for the user and
robot to coordinate and adapt to unforeseen circumstances. Suppose the
user and the robot share the knowledge that the user is trying to create a
map of a particular room in the mine. If the robot is driving towards the
room and finds that its path is blocked by an obstacle, it can plan a different
route to its destination. The mutual knowledge between the user and robot
allows them to coordinate a solution to the problem.

The following analysis provides examples which illustrate how the char-
acterization of common ground in terms of a robot’s state and context gen-
eralizes to different types of exploration tasks. As documented in Chapter
3, there are a wide variety of problems which may occur over the course of
a human-robot interaction which stem from a lack of common ground be-
tween the person and robot. These problems may vary depending on what
type of information the person lacks. The following two sections describe
specific interactions observed in the context of the Life in the Atacama and
the Personal Exploration Rover systems. These examples illustrate how the
interactions between people and robots vary in part due to different levels
of common ground with respect to the robot’s state and context.

4.2 Analysis of the Life in the Atacama Project

As described in Section 3.3, the goals of the LITA project are twofold: to
develop Mars-relevant robotic exploration technologies to generate new sci-
entific knowledge about the Atacama desert itself. Analysis of the Life in
the Atacama project identified seven types of errors and miscommunica-
tions which stemmed from the science team’s missing information; four of
these seven types of problems can be related to a lack of common ground
regarding the robot’s state or context. At times, the science team explicitly
stated a desire for particular information about the robot’s state and its
context. Other miscommunications occurred because the science team had
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misunderstandings about the robot’s capabilities, which included inaccurate
information about the robot’s state. The science team also incorrectly es-
timated the position of the rover, indicating a lack of correct contextual
information. On some days, the science team sent plans to the rover which
contained errors, suggesting they had inaccurate knowledge of the robot’s
current capabilities. This illustrates the variety of problems which occurred
that related to a lack of common ground regarding the robot’s state and
context.

Two of the problems identified in the Atacama analysis are presented
below as more detailed examples of how the science team was impacted by
a lack of knowledge about the robot’s state and context.

Problems interpreting context images
One of the strategies that the LITA science team utilized both in 2004 and
in 2005 to improve their understanding of the robot context was taking a
“context image,” a photograph taken by the robot’s SPI camera of an area
that had already been examined using the fluorescence imager (FI). This
provided the scientists with additional information about the larger area
within which the FI had been taken. However, these context images were
not always taken correctly by the robot, and the science team had to work
to detect these errors and determine what had happened. This problem
occurred on days 3, 4, and 10 (see Section C.1 for details on this scenario).
In this scenario, the scientists lacked information about the robot’s con-
text: they did not have a good understanding of where the robot’s instru-
ments are pointing with respect to the ground. The team used information
from the history of the interaction in order to diagnose the problem: namely,
the data that had been returned from the robot. Most significantly, the sci-
entists lacked correct information about the robot’s state: the scientists did
not seem to realize that the robot would execute a marker plow after the FI,
so they did not drive the robot up far enough to take a context image of the
FI. As a result, the science team had difficulties collecting their desired data.

Missing fluorescence image follow-ups

A science autonomy system was available on the robot during portions of the
2005 field season. It consisted primarily of software to collect and interpret
sensor, camera, and instrument data and software to plan a response, if any,
to these observations. The software was designed to allow the robot to col-
lect science data as it traveled between locations of scientific interest. The
science autonomy system allowed the science team to request autonomous
collection of normal camera images and chlorophyll-only fluorescence im-
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ages (FIs); if the robot detected that a chlorophyll-only fluorescence image
showed evidence of life, the robot could follow up by taking a full fluorescence
image set.

On days 1, 2, 3, 4, and 15, the science team discussed the fact that
the robot was not performing follow-ups when it should have. The science
team attempted to find out why the robot was not initiating follow-ups
(see Section C.2 for details on this scenario). They attempted to reason
amongst themselves and with an engineer about what the robot might be
“thinking,” but they did not have an adequate understanding of the robot’s
state to obtain the data they wanted. In particular, the scientists did not
have enough information about what the state of the robot was when it
decided not to take follow-ups, so they had difficulty determining why the
problem occurred. The scientists also did not know that the numbers in
their commands were being rounded, which resulted in missing follow-ups.

In the field, the engineering team was aware that at times there were
problems with the follow-up mechanism due to water being present on rocks
or due to sunlight shining under the robot. Because the science team lacked
this information about the context within which the follow-up FIs were
taken, they had to try and deduce why the robot decided not to conduct
follow-up FIs based on the data available to them (part of the history of
their interactions with the rover). Without a good understanding of the
robot’s state and context, it was difficult for the science team to predict
when the robot would collect data and construct plans accordingly.

These scenarios illustrate the challenges faced by the science team be-
cause they lacked common ground with respect to the robot’s state and
context. Without this information, it was difficult for the scientists to de-
termine what the robot had done, interpret the data they received, and
accurately predict the robot’s behavior for future plans.

4.3 Analysis of the Personal Exploration Rover
Project

The Personal Exploration Rover museum exhibit represents a very different
type of exploration robotics interaction from the LITA project. As described
in Section 3.2, the Personal Exploration Rover (PER) was designed as a tool
to educate the public about certain aspects of NASA’s Mars Exploration
Rover (MER) mission. Eighteen museum employees who worked with the
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PER and its exhibit were interviewed from December 2003 through June
2004. The following interview excerpts illustrate how different people pos-
sessed different levels of common ground with respect to the robot’s state
and context. This analysis provides support for this characterization in a
task domain which involves collocated human-robot interaction not driven
by scientific data collection.

Misunderstanding the PER’s capabilities

When one museum employee was asked what is the hardest thing for the
PERs to do, he responded, “I think the hardest thing I've seen [is for them|
to be able to accurately judge where their wheels are sometimes. They end
up dragging along the side of a rock sometimes...” This comment suggests
that the employee believes that the robot is attempting to determine the
position of its wheels with respect to obstacles in the environment. This is
an incorrect belief about the robot’s state, as the robot does not have any
way to sense this information, nor does the robot attempt to “accurately
judge” wheel position while executing missions.

Lack of knowledge of the PER’s environment

Two of the employees at the National Air and Space Museum expressed
frustration that the PER would work correctly upstairs in their offices but
not downstairs on the exhibit floor. These employees were not able to trou-
bleshoot what was going wrong—they lacked information about some part
of the robot’s environment (context) as well as an understanding of how
that feature of the robot’s environment could affect the robot’s performance
(poor information about the robot’s state). Because they lacked this knowl-
edge, the employees were not able to develop a remedy for the problem.

Differing perceptions of the PER

When asked about whether or not the PER is intelligent, most employees
agreed that the PER was intelligent in some way. However, their expla-
nations of why they considered the PER to be intelligent reveal significant
differences in the employees’ knowledge and perceptions of the PER. Con-
sider the following interview excerpts:
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Employee A

Interviewer: Do you think the PERs are intelligent?

A: 1 think the software’s intelligent. I mean yeah, I do.
Interviewer: Do you think it’s more or less intelligent than
a dog?

A: More.

Interviewer: Why?

A Because it can do exactly what you tell it to do.
Interviewer: So dogs kind of fail at that cause they don’t
always do exactly what you tell them.

A: Yeah.

Employee B

Interviewer: Would you say that the PER is intelligent?
B: Yes. Like I was talking about the autonomy of it, it’s so
amazing that it can actually scan around and look for the
rock. I mean, I've seen it sometimes when it was really far
off, at least a couple if not three or four feet away from the
rock, and it manages to find it and approach it. I think that’s
pretty neat there....

Interviewer: How about [comparing the PER to] a car?
B: It’s smarter than a car. A car will back into something,
you know, if you tell it to go backwards, it’ll back into that
tree, it’s not gonna stop before it hits it.

Employee A seems to perceive the robot as an obedient worker which
obeys the commands it is given. It is certainly true that the PER attempts
to travel according to the instructions provided by the user in order to reach
a target rock. However, Employee B appears to have richer information
than Employee A: Employee B recognizes that the PER is able to adjust its
course in order to approach the target rock. Employee B seems to be able to
recognize when the robot is in the state of trying to find a target rock and
that it will modify its behavior based on where it senses the rock is located.
The location of the rock is part of the robot’s context, and Employee B
recognizes the relationship between the location of the PER, the location of
the rock, and the robot’s behavior.

These excerpts illustrate how employees working with the PER some-



80 CHAPTER 4. COMMON GROUND FOR HRI

times lacked information about the robot’s state and context and how dif-
ferent employees developed different perspectives about the robot; these
perspectives can be distinguished in part because of the differing levels of
common ground with respect to the robot’s state and context.

4.4 Summary

This chapter has introduced a novel characterization of common ground for
human-robot interaction based on work with the Life in the Atacama and
Personal Exploration Rover projects. In addition to considering the initial
common ground between human and robot and the public history of events,
it is also important to consider:

1. The current state of the robot
2. The current context in which the robot is operating

Previous work in common ground theory by Clark and Cramton does
not sufficiently address the challenges which people face when interacting
with robots, particularly in remote exploration. As roboticists strive to
make robots more self-aware and create interfaces which allow people to use
them, this chapter argues that it is also important to consider the mutual
knowledge between the person and robot. An analysis of scenarios from the
Life in the Atacama and Personal Exploration Rover projects illustrates the
problems which can occur when users lack information about the rover’s
state and context and how users’ perceptions of the robot can vary based
on this information. This analysis supports the characterization presented
here as being generalizable across different exploration tasks.



Chapter 5

Robot-Proxy Grounding

The interactive process by which common ground is established is referred
to as “grounding.” More specifically, Clark and Brennan describe grounding
as follows [Clark and Brennan, 1991, p. 129]:

The contributor and his partners mutually believe that the part-
ners have understood what the contributor meant to a criterion
sufficient for current purposes. This is called the grounding cri-
terion. Technically, then, grounding is the collective process by
which the participants try to reach this mutual belief.

The methods which participants may use in order to ground are de-
pendent upon constraints on the grounding process as well as the costs of
grounding, as outlined in [Clark and Brennan, 1991]. These characteristics
with respect to exploration robotics are described in detail in Section 5.1
below.

According to Clark and Brennan, grounding takes place through a two-
phase process, the presentation-acceptance process [Clark and Brennan,
1991] (Section 5.2.1). Based on the constraints and costs of grounding in ex-
ploration robotics, this thesis adapts the presentation-acceptance process for
use with a robot prozy, a software system with which the user can “converse”
in real time while he formulates a plan. The robot proxy can check whether
the goals the user has specified are internally consistent and also consis-
tent with the robot’s capabilities. The process by which the conversation
between the user and robot proxy takes place, referred to as Robot-Prozy
Grounding, is described in Section 5.2.2.
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5.1 Characteristics of Grounding in Exploration
Robotics

This section focuses on the key characteristics of the grounding process for
exploration robotics: the constraints on the grounding process and the costs
associated with grounding for both the user and the robot.

5.1.1 Constraints on Grounding

The constraints that are imposed on the grounding process by the interaction
domain affect the strategies that people use when grounding. The eight
constraints presented by Clark and Brennan in [Clark and Brennan, 1991],
as reframed for human-robot interaction, are:

e Copresence: The user and robot share the same physical environment;
each can see/hear what the other is doing/looking at.

e Visibility: The user and robot are visible to each other; they may be
able to see each other without seeing what the other is doing/looking
at.

e Cotemporality: The robot receives communications at roughly the
same time the user produces them and vice versa.

e Audiability: The user and robot can hear each other.

e Simultaneity: The user and robot can send and receive communica-
tions at once and simultaneously (full duplex communication with zero
latency).

e Sequentiality: The user’s and robot’s turns cannot get out of order.
e Reviewability: The robot can review messages from the user.

e Revisability: The user can revise messages before they are sent to the
robot.

Considering the exploration robotics domain in particular, the ground-
ing process is constrained by a lack of copresence, visibility, cotemporality,
audiability, and simultaneity.

Without copresence, the user cannot tell exactly what the robot is
doing or what its environment is like. If the user is not copresent with the
robot, the user may lack contextual information about the environment the
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robot is working in and the user may have difficulty interpreting silence
from the robot (see [Cramton, 2001]). From the robot’s perspective, not
being collocated with the user may make it more difficult for the robot to
communicate feedback as well as more difficult for the robot to establish
references to targets of interest.

Without visibility, the robot cannot detect the user’s gestures, facial
expressions, or pose. In addition, the user cannot receive visual feedback
directly from the robot by observing the position and orientation of sensors
and actuators, indicator LEDs, video screens, etc.

Without cotemporality, the user must send a set of actions to be exe-
cuted to the robot, the user cannot make corrections to these actions at run
time, and the user receives feedback only after all actions are completed.
Because the user does not receive data at the same time that the robot pro-
duces it, the user experiences a delay in data return and feedback. Because
the robot does not receive plans at the same time that the user generates
them, the user must construct a set of actions without any feedback from the
robot as the actions are executed, and the user is unable to make corrections
at run time. Cotemporality is generally present in teleoperation: the robot
responds to commands roughly instantaneously and returns data roughly
instantaneously. However, in the case of many remote exploration robotics
problems, such as space robotics, the user and robot lack cotemporality.

Without audiability, the user and robot cannot interact through speech.
The user cannot use speech to command the robot, and the robot cannot
process audible backchanneling. In addition, the robot cannot provide spo-
ken feedback to the user.

Without simultaneity, the user cannot react to the robot while the
robot is executing actions or returning data and vice versa: there is no
support for backchanneling. Simultaneity is often present in teleopration;
the user is able to receive data from the robot while commanding it, such
as observing a live video feed while driving the robot.

The grounding process does possess sequentiality, reviewability, and re-
visability, which are utilized in the Robot-Proxy Grounding process.

5.1.2 Costs to Participants

The strategy that participants will adopt when grounding is not only affected
by the constraints on the grounding process, but it is also affected by the
costs associated with the media being used [Clark and Brennan, 1991]. For
exploration robotics, we are particularly concerned with the costs to a user
and robot in terms of time, effort, energy, and bandwidth; the costs for both
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the user and robot are summarized in Table 5.1.

The highest costs to the user are the costs of formulation, production,
understanding, and faults. Formulation costs represent the time and effort
required to formulate or reformulate plans, and more complicated plans
have a higher formulation cost. Production costs include the cost of the
act of producing a plan, including the costs of using the planning interface.
Understanding costs represent the costs of understanding what is meant by
data returned from the robot; because the user must understand the data
returned from the robot before sending the next plan, the time and effort
required to understand this data may have a significant negative impact on
the planning process. Formulation, production, and understanding costs to
the user are all costs which accrue “offline,” when the robot is not necessarily
executing any actions. Fault costs are related to the robot’s behavior; fault
costs include the wasted time and bandwidth which occurs when a plan
contains mistakes.

Conversely, the user experiences low costs for start-up, delay, speaker
change, display, and repair. Start-up cost represents the cost of starting a
new plan; generally this is a simple function of the user interface software,
and so it is not a significant time investment. Delay cost is the cost of
delaying the plan to revise it further before sending it to the robot; since,
at least in the Life in the Atacama project, the scientists developed a plan
after the robot had stopped executing actions for the day, delaying the plan
by another hour or two in order to improve it did not significantly affect
remote operations. Speaker change cost, the cost of sending the plan to the
robot such that the robot becomes the “speaker,” is also relatively low; it
is possible for the user to continue working on other tasks while the plan is
being uploaded to the robot. Display cost, the cost of presenting something
to the robot, is also fairly low, given that the only means to “present”
information to the robot is by constructing a plan. Repair costs are also low
and incurred offline: it is relatively easy for the user to make changes to the
plan before it has been sent to the robot.

For the robot, the highest costs are production, delay, display, fault, and
repair. The production of science data is very costly as it requires a lot of
time and energy. The cost of delaying data collection or return is also expen-
sive because delays may result in less overall data being collected. Display
cost, the cost of presenting something to the user, is also high as a much
larger amount of bandwidth is needed to return data than to send plans.
The costs of mistakes in data collection, referred to as fault costs, are also
high: one incorrectly executed action may result in numerous subsequent
data products which are unusable by the user, wasting time, energy, and
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bandwidth. Repair costs to the robot are also high as the robot must stop
data collection in order to make repairs.

The lowest costs to the robot are those of formulation, understanding,
start-up, and speaker change. The formulation cost, or cost to generate an
ordered sequence of actions based on information sent from a user, is fairly
low as this is not a difficult problem. The cost to interpret the plan from
the user, understanding cost, is also fairly low. The cost of starting a new
execution cycle (start-up cost) is minimal, especially if the robot performs
only one new execution cycle each day. Finally, the speaker-change cost, or
cost for the robot to send data to the user so that the user becomes speaker,
is relatively low since the robot only performs this action once per day.

In general, fault costs are extremely high. Data which is not useful to
the science team wastes valuable time and resources. Due to the constraints
and costs of the grounding process in this domain, it is not possible for the
human and robot to interact directly in real-time, as is the case for human
conversational grounding. Thus, this thesis introduces the novel concept
of a robot proxy. The robot proxy is a software system with which the
user can interact in real-time as the plan is being developed. The robot
proxy can provide the user with feedback regarding whether his goals are
internally consistent and also consistent with the actual robot’s capabilities.
By promoting common ground between the user and a robot proxy, rather
than the actual robot, this thesis seeks to improve the quality of plans
before they are sent to the robot. The use of the robot proxy is intended to
reduce formulation, production, repair, and understanding costs to the user
(Table 5.2). The process by which the user and robot proxy build common
ground is referred to as Robot-Proxy Grounding. The exact steps which
occur during Robot-Proxy Grounding are based upon the human-human
grounding process described in the following section.

5.2 Presentation-Acceptance

In order to determine how the “conversation” between the user and robot
proxy will proceed, it is important to understand how common ground is
built between two people engaged in conversation (Section 5.2.1). This thesis
adapts the traditional presentation-acceptance process for use with a robot
proxy working in an exploration robotics domain (Section 5.2.2).
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Table 5.1: Summary of Grounding Costs to User and Robot

Highest Costs to User

Type Definition

Formulation Create or edit plans

Production Act of producing plan, including use of planning in-
terface

Understanding | Interpreting what is meant by data from robot

Fault Mistakes in plan

Lowest Costs to User

Type Definition

Start-up Starting a new plan

Delay Delaying the plan to revise it further before sending

1t

Speaker change

Sending the plan to the robot

Display

Presenting information to the robot by sending a plan

Repair Making changes to the plan before sending it
Highest Costs to Robot

Type Definition

Production Collection of science data

Delay Waiting to collect or return data

Display Presenting information to the user by returning data
Fault Mistakes in data collection

Repair Making changes to the plan at execution time

Lowest Costs to Robot

Type of Cost

Definition

Formulation Generating an ordered sequence of actions based on
information from user

Understanding | Interpreting the plan from the user

Start-up Starting a new execution cycle (assuming one execu-

tion cycle per day)

Speaker change

Returning data (assuming one upload per day)
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Table 5.2: Impact of Robot Proxy on Grounding Costs to User
Highest Costs to User

Type Impact of Robot Prozy

Formulation Reduced: Robot proxy assists user in developing
plans

Production Reduced: Robot proxy assists user in developing
plans

Understanding | Reduced: Plans with fewer mistakes result in data
which is easier to interpret

Fault Reduced: Robot proxy works to ensure plan consis-
tent with user’s goals and robot’s capabilities
Lowest Costs to User

Type Impact of Robot Prozy
Start-up
Delay No significant increase: Robot proxy interacts with

user before plan is sent

Speaker change
Display

Repair Reduced: User edits plan based on conversation with
robot proxy

5.2.1 Traditional Common Ground Presentation-Acceptance

Clark and Brennan argue that grounding takes place through an exchange
called the presentation-acceptance process [Clark and Brennan, 1991]. This
is a two-phase process by which a contributor (A) conveys information to
his partner (B) (see Figure 2.1). First is the presentation phase: A presents
some information to B. A does this under the assumption that if A receives a
certain amount of evidence from B, A can believe that B understands what
A means. This is followed by the acceptance phase, in which B accepts
the information from A by giving evidence that B understands what A
means. B assumes that once A receives this evidence, A will recognize that
B understands what A means [Clark and Brennan, 1991].

Clark and Wilkes-Gibbs have found that in conversation, when a speaker
presents an initial reference which is not acceptable, either the speaker or
the listener may repair, expand, or replace the reference (or request such
a repair, expansion, or replacement) [Clark and Wilkes-Gibbs, 1986]. For
example, if speaker A comments to listener B, “I heard that John is going
, and listener B is unclear about exactly who A is

on vacation tomorrow,”
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referring to, B might signal the need for an expansion by asking “Who?”
or “John Green or John Smith?” Clark and Wilkes-Gibbs also observe that
the presentation-acceptance process is recursive: that is, a repair, expan-
sion, or replacement might itself need to be repaired, expanded, or replaced.
The process continues until the speaker receives sufficient evidence from the
listener that the listener understood what the speaker meant.

5.2.2 Presentation-Acceptance with a Robot Proxy

As a starting point for the development of the Robot-Proxy Grounding
process, this thesis argues that the presentation-acceptance process can be
utilized to drive interactions at the level of the individual actions and pa-
rameters to be sent to the robot. In particular, Clark and Wilkes-Gibbs’s
detailed description of the acceptance process provides specific guidance
for interaction design at this low level [Clark and Wilkes-Gibbs, 1986]. In
conversation, when a speaker presents an initial reference which is not ac-
ceptable, either the speaker or the listener may repair, expand, or replace
the reference (or request such a repair, expansion, or replacement). Within
the context of exploration robotics, we can consider an individual action and
its parameters to be analogous to a reference in conversation. If need be, a
scientist may repair an action by editing its parameters, expand an action
by providing additional information such as a name for a target, or replace
an action in the plan with a different action. The presentation-acceptance
process for one action may then proceed as follows:

In this process, the scientist presents an action which is either accepted
by the robot proxy or not accepted. If the action is not accepted, the robot
proxy indicates this to the scientist and requests a repair for the action.
If the scientist needs additional information about the repair, the scientist
can request that the robot proxy present additional information. Once the
scientist has received enough information to make the repair, the scientist
presents the repair to the robot proxy. The process then repeats, with
the robot proxy checking the repair. This continues until the robot proxy
accepts what the scientist has presented.

By generalizing this algorithm, it is possible to promote common ground
across all three spacial levels of plan development (the action, the locale, and
the entire plan). Thus, in this thesis, the implementation of Robot-Proxy
Grounding for exploration robotics consists of presentation-acceptance pro-
cesses which take place across the three spacial levels:

e Action level: The scientist presents an individual action to the robot
(Algorithm 1).
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Algorithm 1 Robot-Proxy Grounding presentation-acceptance process for
a single action.

Scientist presents action a;.
Robot proxy checks if a; is adequate (free of errors, consistent with other
actions, etc.)
if a; is adequate then
Robot proxy accepts a;
Robot proxy provides positive evidence of acceptance.
else
Robot proxy presents negative evidence.
Robot proxy requests a repair (a revision, expansion, or replacement).
while Scientist needs information do
Scientist requests an expansion (further information about the inade-
quacy).
Scientist presents the requested repair, a;/.
Let a; = a;/. Repeat.

e Locale level: The scientist presents a set of actions (which all take
place at the same locale) to the robot.

e Plan level: The scientist presents a set of locales to the robot.

Beyond allowing the user to simulate the robot’s actions (see [Hine et al.,
1995]), this allows the robot to build common ground with the scientist
regarding the relationships between different actions and the environment.
In the future, the information gained during the grounding process could be
provided to the robot for use at execution time. For example, in the event
that an action fails in the field, the robot could then take advantage of this
information to repair its plan in a manner consistent with the scientists’
goals.

By utilizing a robot proxy and by structuring the grounding process
as in Algorithm 1, it is possible to promote common ground between the
scientist and robot within the grounding constraints described in Section
5.1.1; this also helps to minimize the costs to the scientist (Section 5.1.2).
Robot-Proxy Grounding takes advantage of the sequential nature of the
interaction by allowing the scientist and robot to present information in
turn while allowing the other the opportunity to accept that information.
The entire Robot-Proxy Grounding process takes place before the plan is
sent to the robot because the scientist has the opportunity to revise the
plan freely during this time. All of the information gathered during the
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grounding process can then be made available to the robot to review at
execution time and utilize in case of automatic replanning.

In terms of the costs to the scientist, Robot-Proxy Grounding helps to
reduce the cost of formulating and producing a plan by shifting some of
the burden to the robot proxy. By promoting common ground with respect
to the robot’s capabilities and behaviors, the scientist is likely to develop
a more accurate mental model of the robot, which should help to reduce
the cost of understanding the data returned from the robot. Robot-Proxy
Grounding also helps to prevent plans containing mistakes from being sent
to the robot, which reduces the potential for fault costs.

5.3 Summary

As a starting point to develop a method to promote grounding between
a scientist and a remotely-located robot, this chapter presents an analysis
of the constraints on the grounding process for exploration robotics. This
analysis suggests an approach of focusing on improving common ground
before the plan is sent to the robot: in particular, the use of a “robot proxy,”
a novel method to promote common ground between a scientist and robot
when real-time interaction is impossible. The robot proxy and scientist
interact according to the Robot-Proxy Grounding presentation-acceptance
process. This process occurs at three levels: individual actions, sets of
actions, and the plan as a whole. Robot-Proxy Grounding thus allows the
scientist and robot to build common ground while reducing the likelihood
of failures due to erroneous plans.

In order to empirically examine the impact of a robot proxy on an explo-
ration robotics task, a proof-of-concept study was designed and executed. In
particular, this study focused on identifying whether a robot proxy helped
improve task performance, fostered the development of more accurate men-
tal models on the part of the user, and affected participants’ perceptions
of their performance at the task. The design and results of this study are
presented in the following chapter.
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Proof-of-Concept Study

This chapter presents a proof-of-concept study of robot-proxy grounding
in which a user and remotely-located robot collaborated on an exploration
task. In the studied scenario, the user possesses scientific expertise but
not necessarily detailed knowledge of the robot’s capabilities, resulting in
very little common ground between the user and robot. Because the robot
is not available during mission planning, a robot proxy is introduced to
build common ground with the user. This study demonstrated that the use
of the robot proxy resulted in improved performance and efficiency on an
exploration task, more accurate mental models of the robot’s capabilities,
a stronger perception of effectiveness at the task, and stronger feelings of
collaboration with the robotic system.

6.1 Study Design and Method

In this experiment, a robot proxy-based interface which could provide feed-
back to users about their plans for the robot before execution was compared
with with an interface that could only pass plans from the user to the robot.
The study used a between-subjects design: each participant was randomly
assigned to one of two conditions, the Robot Proxy condition or the Con-
trol condition. No physical robot was used in the study and all data were
simulated.

The goals of the study were to understand the impact of a robot proxy-
based interface on three particular areas relevant to common ground and
exploration robotics tasks:

e Tusk performance. Which group is more efficient at completing the
task successfully? How many correct and incorrect plans does each

91



92 CHAPTER 6. PROOF-OF-CONCEPT STUDY

group send to the robot?

e Mental model development. After completing the task, which group
knows more about the robot’s capabilities and can make accurate pre-
dictions about the robot’s behavior in novel situations?

o Self-evaluation of performance. How does the robot proxy-based in-
terface affect participants’ perceptions of their own performance and
their feelings of collaboration with the system?

It is important to note that within the exploration robotics domain,
particularly planetary exploration, communication with the robot is often
infrequent and costly. In the case of the Life in the Atacama project, the
science team in Pittsburgh could only communicate with the robot twice a
day: once to receive data from the robot and once to transmit a new plan
to the robot. Because of this asynchrony, the amount of time required by
the planning process is a less significant concern than in other human-robot
interactions. To be consistent with this aspect of the exploration robotics
domain, my investigation of task efficiency focuses primarily on how many
communication cycles are required to complete the task rather than the
amount of time spent by the user to create plans for the robot.

6.1.1 Participants

Thirty-six participants were recruited from Carnegie Mellon University; eigh-
teen were assigned to each of the two conditions. All participants were
graduate students or staff selected for their background in computer science
(e.g., members of the School of Computer Science). Participants were com-
pensated for their time upon completion of the study; they received either
refreshments or US$10 cash.

6.1.2 Procedure

After arriving at the lab, each participant was seated at a desktop computer.
The experimenter explained that the computer would provide a description
of the task and guide the participant through the task. The computer dis-
played the following scenario to each participant: “In this game, you will
work with a Personal Exploration Rover (PER) which is located at an arche-
ology site. Scattered around the site are fragments of a stone tablet covered
in dirt. Each piece of the tablet contains words which can be combined to
form a message. You must use the robot’s plowing abilities to scrape the dirt
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Figure 6.1: The side and top-down views of the robot as presented to study

participants.

off of the tablet fragments and reconstruct the message. Once you have ex-
amined all of the fragments, you will be asked what you think the complete
message is.” The participant was then shown a summary of the entire pro-
cedure for playing the game (instructions only relevant to the Robot Proxy
group are shown here in boldface text; these instructions were not shown to

the Control group):

1. The computer will present you with a set of plans for the fragment.

2. You choose the plan that you want the PER to execute. It’s multiple
choice: you choose one plan from a set of five plans.

3. Once you have selected a plan, you choose whether you would like
feedback on the plan or whether you are ready for the robot to

execute the plan.

e If you choose to receive feedback, the system will analyze
your plan and provide you with additional information
about it. You can then tell the robot to execute the
plan, or you can select a different plan. You may request
feedback no more than two times before telling the robot

to execute a plan.
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4. When you command the robot to execute the plan, it will execute the
plan and return a picture. After it has executed the plan, the PER
automatically “resets” (goes back to the location where it was before
it executed the plan).

5. You decide whether to:

e Send another plan to study the current fragment.

e Go back to a previously visited fragment. The PER can auto-
matically navigate to any fragment you have already seen so you
can study it again. However, you may study the same fragment
no more than three times all together.

e Go on to a new fragment. The PER can autonomously navigate
to a new fragment so that you can send a plan to study it.

The participant was also provided with a specific list of robot commands
available to use as well as diagrams depicting the robot’s shape and size,
which were available to the participant throughout the game (Figure 6.1).

The archeology site contained three fragments. For each fragment, the
participant was given a map indicating the location of the robot and the
nearest fragment as well as a set of five possible plans the robot could ex-
ecute (Figure 6.2). The participant was asked to choose one of these five
plans for the robot to execute given that only one plan was correct (only
the correct plan would result in a complete picture of the fragment). Addi-
tionally, participants in the Robot Proxy group had the option of requesting
feedback about a possible plan up to two times per fragment. This feedback
consisted of an image containing a scale drawing of the robot, the location
of the targeted fragment, and the field of view of one of the robot’s instru-
ments (Figure 9.8). The feedback was designed to provide both contextual
information about the robot’s surroundings (the location of the fragment)
as well as to encourage an accurate mental model of the robot’s capabilities
(the field of view of the instrument).

After the participant selected a plan to be executed, she was shown the
resulting image and given the opportunity to review this data. Figure 6.4
shows the image returned from the correct plan for the first fragment. The
participant could send up to three plans for each fragment; however, each
time a participant chose to re-send a plan for a fragment, the participant
was given a new set of five plans from which to choose. This prevented
participants from using a process of elimination to find correct plans.

Thus, during the activity, each participant completed two major activi-
ties multiple times: selecting a plan for the robot (planning) and examining
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(a) An example overhead map showing the loca-
tion of the robot and the fragment.

Select a plan:

Plan 1: Plan 4:

Drive 35 cm. Drive 20 cm.

Plow 15 cm. Plow 15 cm.

Drive -10 cm. Drive -15 cm.

Take picture with camera angle 51 degrees. Take picture with camera angle 68 degrees.
Plan 2: Plan 5:

Drive 35 cm. Drive 40 cm.

Plow 20 cm. Plow 20 cm.

Drive 10 cm. Drive -15 cm.

Take picture with camera angle 51 degrees. Take picture with camera angle 40 degrees.

Plan 3:

Drive 40 cm.

Plow 20 cm.

Drive -5 cm.

Take picture with camera angle 68 degrees.

(b) An example list of plans.

Figure 6.2: For each fragment, participants were given (a) an overhead map and
(b) a set of five possible plans.

the image that was returned from a selected plan (data review). A cycle
is defined as as one planning session followed by one data review session.
Each participant examined three different fragments for a total of three tri-
als. After completing all three trials, the participant was asked a set of
questions about her experiences. These questions included self-evaluation
questions and questions intended to evaluate the participant’s mental model
of the robot (Section 9.5). The entire process lasted approximately thirty
to forty-five minutes per participant.

6.1.3 Simulation

Because the task involved a non-collocated robot, software could be used
to simulate a physical robot without sacrificing the fidelity of the human-
robot interaction. Software was used to simulate the robot’s actions and
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Figure 6.3: An example of the type of feedback shown to participants in the

Robot Proxy group.

s Lisrs
You can view this data and previously collected data
by clicking on the 'Data’ tab at the top of the main window.

Select one of the following actions:
@ Go on to a new fragment.

‘Data Return

Al

Click here te continue

Figure 6.4: A screenshot containing an image of the first fragment after it
has been completely cleaned.

the data returned from the robot. This simulation was not a grid world;
the grid shown in Figure 6.2(a) was provided to participants to allow them
to measure distances. At the end of the experiment, the participant was
informed that she had been using a simulated robot. It is important to note
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that the simulated robot’s actions were not stochastic: the robot always
executed plans consistently and perfectly; poor-quality images of fragments
were solely the result of the incorrect plans chosen by participants.

6.1.4 Dependent Variables

Table 6.1 illustrates the dependent variables measured in this study. The
performance and mental model variables were derived from the requirements
of the task itself. Mental model questions included questions about the
robot’s physical properties as well as questions about how the robot would
perform in situations similar to (yet slightly different from) those seen dur-
ing the task. For all six self-evaluation questions, participants were given
a Likert scale from 1 to 5 and asked how strongly they agreed with a par-
ticular statement (1 = “Strongly disagree”, 5 = “Strongly agree”). Factor
analysis was used to confirm that one question on perceived efficiency and
three questions on confidence could be combined into a coherent factor “Ef-
fectiveness”; the Cronbach’s alpha of this factor was calculated to be 0.74,
which suggests that the factor is internally consistent. The question about
the participants’ feelings about collaborating with the robot was motivated
by work by Hinds et al. on human-robot collaborative tasks [Hinds et al.,
2004].

6.2 Results

My data analysis focused primarily on understanding differences between the
Robot Proxy and Control participants and how participants’ performance
changed over the three trials for the dependent variables given in Table
6.1. The multivariate correlations between dependent variables are shown
in Table 6.2.
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Table 6.1: Dependent Variables
Variable | Measure
Task Performance
Accuracy Did the participant successfully identify the secret
message?
# Cycles How many cycles were required in order for the par-

ticipant to reveal the entire secret message?

Review-Data Ratio

What proportion of the participant’s time spent on
the task was used to review data from the robot?

Mental Model Development

Quiz Score

What percentage of questions about the robot’s ca-
pabilities did the participant answer correctly? (14
questions, included both true-false and multiple-
choice questions)

Self-Evaluation of Performance

Effectiveness To what extent did the participant agree or disagree
that she was efficient at performing the task and felt
confident during the task? (4 questions)

Fun To what extent did the participant agree or disagree
with the statement, “I had fun playing this game.”?

Collaboration To what extent did the participant agree or disagree

with the statement, “When developing plans, I felt I
was collaborating with the system.”?
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Figure 6.5: Mean number of cycles per trial for participants who successfully
completed the task.

6.2.1 Task Performance

Overall, 30 of 36 participants successfully completed the task by revealing
the entire secret message; a plot of the mean number of cycles used per trial
is shown in Figure 6.5. To better understand participants’ performance, a
two-way repeated measures analysis of variance (ANOVA) was conducted
on the data from the 30 participants who were successful with condition
as a between-subjects variable and trial number as a within-subjects factor.
There was a main effect for condition (F'[1,28] = 37.52, p < .001), indicating
that participants in the Robot Proxy group needed significantly fewer cycles
than those in the Control group. The main effect of trials was also significant
(F[2,56] = 4.44,p < .05). This shows that participants required significantly
fewer cycles during the later trials, which indicates that learning occurred
over the trials. There was no significant interaction effect between condition
and trials.

A two-way repeated measures ANOVA was also conducted on the num-
ber of correct plans sent to the robot with condition as a between-subjects
variable and trial number as a within-subjects factor. There was a main
effect for condition (F[1,34] = 11.17, p < .01): participants in the Robot
Proxy group sent significantly more correct plans to the robot. 91% of trials
in the Robot Proxy condition resulted in a correct plan being sent to the
robot as opposed to 59% of trials in the Control condition. There was no
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Figure 6.6: Mean number of incorrect plans sent to the robot per trial.

significant main effect of trials; this was the expected result because each
trial ended as soon as one correct plan was sent to the robot. There was
also no significant interaction effect between condition and trials.

The ANOVA on the number of incorrect plans also showed a main effect
for condition (F[1,34] = 38.4, p < .001), meaning that participants in the
Robot Proxy group sent significantly fewer incorrect plans to the robot than
participants in the Control group (Figure 6.6). There was a significant main
effect for trials (F[2,68] = 3.46, p < .05), which indicates that participants
sent significantly fewer erroneous plans to the robot during the later tri-
als, which provides further evidence of learning. There was no significant
interaction effect between condition and trials.

In addition, a two-way repeated measures ANOVA was conducted on the
review-data ratio (the proportion of time spent on data review) with con-
dition as a between-subjects variable and trial number as a within-subjects
factor. The main effect of condition was highly significant (F'[1,34] = 36.4,
p < .001), meaning that participants in the Robot Proxy group used much
less of their time reviewing data from the robot than did participants in
the Control group (Figure 6.7). There was no significant main effect of tri-
als nor a significant interaction effect between condition and trials. One
possible explanation for the main effect of condition is that participants in
the Control group may need more time to review the data because they
must both interpret the data and use it to improve their mental models.
By contrast, robot proxy users may update their mental models based on
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Figure 6.7: Mean proportion of time spent reviewing data from the robot
per trial.

the feedback they receive during the planning process and so do not need to
spend as much time reviewing the data. This finding is also supported by
the correlation analysis, which indicates that the proportion of time spent
reviewing data was significantly positively correlated with the number of
cycles used in each trial (Table 6.2).

6.2.2 Mental Model Development

After completing the activity, participants were asked fifteen questions re-
lated to the robot’s physical structure and capabilities. One question of
the fifteen was not answered correctly by any participant and was there-
fore dropped from the analysis. A plot of the least squares mean score
of each question by condition is shown in Figure 6.8. A multiple analy-
sis of variance was conducted on participants’ scores for each quiz question
with condition as a between-subjects variable and question number as a
within-subjects factor. The results indicated that there was no main effect
for condition (F[1,34] = 2.55, p > .1). There was a significant main ef-
fect for question number (F[12,23] = 15.26, p < 0.001) as well as a small
interaction effect between question score and condition (F[12,23] = 1.86,
p < 0.1). This indicates that, while there was no significant difference in
average total quiz score between the groups (Mrp = 54%, SDrp = 15%,
Mecontrot = 45%, SDcontror = 18%), whether or not a participant answered
a particular question correctly was related to her group membership. This
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Figure 6.8: Least squares mean of score on each question by condition.

result is also reflected in Figure 6.8: while the average difficulty of questions
varied, members of the Robot Proxy group tended to score higher on most
questions.

Also observed was a negative correlation between total quiz score and
the number of cycles required for each trial; the magnitude of the correlation
increased over time (Table 6.2). This suggests that participants who scored
higher on the quiz needed fewer cycles to complete the task. This provides
evidence that a higher score on the mental model quiz was associated with
better performance on the task.

6.2.3 Self-Evaluation of Performance

Regression analysis was used to ascertain if the presence of the robot proxy
could explain the differences in participants’ self-evaluation of their perfor-
mance on the task. The regression of efficiency on condition was signif-
icant (Mrp = 3.82, Mconiror = 3.08, r2 = 0.19, p < .01) (Figure 6.9).
The regression of collaboration on condition was also significant (Mpp =
3.0, Mcontrot = 2.28, 72 = 0.11,p < .05) (Figure 6.10). There was no sig-
nificant difference with respect to participants’ ratings of the task as fun.
This shows that participants’ ratings of their own effectiveness and feelings
of collaboration with the system were strongly impacted by their interaction
with a robot proxy.
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6.3 Discussion

The participants were representative of the highly-trained scientists who cur-
rently participate in robotics exploration missions due to participants’ strong
mathematics backgrounds and lack of direct experience remotely controlling
robots for scientific exploration. The task was fairly short and straightfor-
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ward: there were only three trials, and most participants successfully deter-
mined the secret message. While the results indicated that participants did
learn over the course of the three trials, the Robot Proxy group performed
significantly better than the Control group on the first trial, a strong ex-
ample of one-trial learning. With a longer, more complex task, one would
expect to see more differences between the two groups in terms of learn-
ing, performance, and mental model development; this could be verified in
a future experiment. One would also expect more significant differences be-
tween the groups based on the type of the feedback provided; different forms
of feedback (i.e. three-dimensional images, video, etc.) could be compared
in future studies. However, the basic feedback used in this study was still
sufficient to highlight the benefits of a robot proxy.

This study has demonstrated proof-of-concept for using a robot proxy
to increase common ground between a user and a remotely located robot as
they complete an exploration task. Users who could request feedback about
their plans before those plans were sent to the robot were more accurate
(sent many fewer incorrect plans) and more efficient (required fewer cycles
in order to successfully complete the task). Robot proxy users were also
able to develop a better mental model of the robot, which was correlated
with improved efficiency. The use of the robot proxy also explains partic-
ipants’ stronger feelings of effectiveness at the task and collaboration with
the system, the benefits of which have been shown in [Hinds et al., 2004].
In addition, this study found that that individuals who completed the task
in fewer cycles also spent less time reviewing data from the robot relative
to their total amount of time spent on the task.

The results of this proof of concept study validated the use of a robot
proxy as presented in Chapter 5; after the full robot proxy implementation
was completed, it was also evaluated as described in Chapter 9.
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Chapter 7

Robot Proxy Requirements

This chapter introduces the three major components of the proposed robot
proxy for HRI and presents the requirements which the robot proxy should
meet in order to promote common ground with the user. In particular, the
three major components of a robot proxy are a goal representation, which
captures the plan as well as additional, higher-level information; and a goal
validation system, which ensures that the goals are internally consistent and
consistent with the robot’s capabilities; a robot model, which captures the
robot’s geometry and capabilities. The robot proxy system architecture and
implementation details for each of these components are provided in the
next chapter.

7.1 Robot Proxy Overview

In remote exploration robotics, it is not possible for the user and robot to
interact directly in real-time. An analysis of the other constraints and costs
which are associated with building common ground between the user and
robot indicates that a robot proxy can be used to “converse” with the user
in the robot’s place (Chapter 5). The robot proxy is a software system which
runs off-board the robot and is available to the user during mission planning,
before the plan is sent to the robot for execution. In order to be able to
promote common ground, the robot proxy software system must be able
to explicitly represent users’ goals, model the physical robot’s capabilities
and behaviors, and use this information to reason about whether the goals
are physically possible and internally consistent. Thus, the robot proxy has
three major components: a goal representation, a goal validation system,
and a robot model. The justification for each of these components and
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the requirements which each component must meet are presented in the
following sections.

7.2 Goal Representation

In order for the robot proxy to ensure that the actions which will be exe-
cuted meet the scientist’s needs, the robot proxy must be able to explicitly
represent the scientist’s goals. This goal representation allows the robot
proxy to capture knowledge in addition to a sequence of actions and reason
about whether the plan will meet the scientist’s needs. The following sec-
tions discuss a) why a sequence of actions alone is not sufficient in order to
build common ground and b) the requirements which the robot proxy goal
representation must meet.

7.2.1 The Need for Goal Representation

The goal representation presented in this thesis provides a way to represent
information in addition to a normal robot plan (sequence of actions). This
goal representation serves as the foundation for the “conversation” which
takes place between the scientist and robot proxy. The following example
illustrates how the lack of explicit goal representation adversely affected the
LITA project in 2005. Without an explicit representation of the scientists’
goals, it was virtually impossible for the science team to ensure that the
engineering team and the robot made decisions that were consistent with
the science team’s desires.

This example focuses on the Standardized Periodic Sampling Unit (SPSU).
The SPSU was a set of actions intended to perform the same set of actions
in multiple locations. The design and acquisition of this complex data prod-
uct was a major focus of the science team in 2005. The scientists’ intent
in creating the SPSU was indicated by the following conversation between
three scientists (Riley, Sidney, and Taylor) on Sol 4:

Riley tells Sidney and Taylor to think of a “standard data prod-
uct” to do at each geologic unit. Taylor asks if “we” can do the
standard transect. Riley says that “we” could.

The term “Standard periodic sampling unit” was coined in the plan to
be executed on Sol 4. The initial SPSU was described in this plan as:

“Standard periodic sampling unit” rationale = 180m transect
w/max 6 RGB/chlor FI, max 2 full FI follow-ups, max 70 flex
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minutes for FI follow-ups, R_-Navcam every 8m, ~9 SPI w/SOTF,
~6 high-res RGB SPI context (el-70) waypoints.

This SPSU involved taking a full set of images with the fluorescence
imager (FI) at the starting location, a certain number of chlorophyll FIs on
the way to the ending location, and a full FT at the ending location. However,
there was no way for the science team to group these actions together to
represent their constraints. In order for the data product to be standard,
all of the actions needed to be completed. As these scientists discussed on
Sol 9:

Riley says that the field team skipped the last FI. “Aren’t they
supposed to do FI?” Sidney asks. Taylor suggests that “we”
need to reiterate that “we” need Fls at either end of an SPSU.
Riley suggests doing the FI the next morning.

Despite the fact that the term “SPSU” was included in human-readable
robot plans beginning with the plan for Sol 4, the engineering team appeared
to be unaware of the specifics of what the science team was trying to accom-
plish. The first recorded use of the term “SPSU” by an engineer was not
until Sol 16. Without an explicit representation tying together the various
actions and locations that form an SPSU, the engineering team struggled to
decide about what actions should be kept or dropped, as indicated in this
conversation between engineers (Avery, Bailey, and Casey) on Sol 17:

Avery asks about the rest of the day. Bailey explains that the
plan is to drive a kilometer, do an FI, drive another kilometer
and do an FI. Avery says that he thinks they should start here
and the science team will have to deal with the fact that they
only have half of a 180 meter transect. Casey radios Avery and
says that his recommendation is that if they’re going to skip the
first half of the transect, they should skip it all. He says that
the science team has said that there isn’t any value to half of
a transect. Avery asks where Casey has seen this. Avery asks
where Casey is getting this information. Casey says that he isn’t
sure, but it was either in the support doc or in the science team
report. Avery asks if it was in support doc today and Casey says
that it wasn’t, but he thinks it was labeled as part of the same
SPSU. Avery says that he still wants to start from this point
and, he says, “maybe we’ll get feedback from the scientists that
that was a bad idea, but I'd like to just move forward.”
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When the science team received the data that resulted from this decision,
they were displeased with the result:

“This is an invalid SPSU,” Riley says. Taylor says that “we”
need to tell the field team that. ... Taylor says, “Our SPSU is
stinky, it’s more like a P-U.”

Overall, 10 of 201 problem instances (5%) in 2005 involved invalid SP-
SUs. More generally, 8.4% of instances involved situations in which the
robot or engineering team were unable to correctly interpret the scientists’
plan. This demonstrates the need for an explicit representation of scientists’
goals. In this case, the engineering team lacked awareness of what the sci-
ence team was trying to do through the plans that were sent to the robot.
In an actual space exploration mission, the engineering team would not be
collocated with the robot, and the robot would have to make autonomously
the same kinds of decisions that the engineering team made. Representing
scientists’ goals, including the relationships between actions and constraints
on actions, and providing this information to the robot helps to promote
common ground between the science team and the robot and to ensure that
the actions executed in the field are consistent with what the science team
is trying to achieve.

7.2.2 Goal Representation Requirements

In addition to a list of specific actions to be executed, the robot proxy needs
access to information about the relationships between actions (constraints).
The representation of the user’s goals presented in this thesis derives from
analysis of how the LITA science team thinks about exploration (their ex-
ploration paradigm) and their discussions of the types of constraints and
relationships between data products. In particular, the use of logistical,
spatial, and ordering constraints was observed. This list is not necessarily
exhaustive, but LITA scientists did use or discuss every item. The formu-
lation of these constraints and relationships allows them to be represented
on-board a robot, a basic step which is needed to build common ground
between the robot and science team.

Logistical Constraints

Scientists’ Exploration Paradigm
According to observations of the LITA science team during 2004 and 2005,
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in general, the scientists’ exploration paradigm can be described in terms of
three levels:

e Study of a specific point on the ground (target)
e Study of a location at which the robot is situated (locale)

e Study of a geologic unit

During the first few days at a site, one scientist would create a geologic
map based on a satellite image, dividing the terrain in the image into a num-
ber of geologic units (contiguous areas believed to have similar properties,
formation, history, etc.) To create a geologic map, the scientist divides the
orbital image into some number of partitions. Each partition is associated
with one geologic unit (multiple partitions may be associated with the same
geologic unit). Thus, each pixel in the satellite image belongs to exactly one
geologic unit. (See Figure 7.1 for an example of a geologic map.)

When the robot stopped at some place (locale), the scientists would often
request instrument measurements to be taken of specific points (targets) as
well as measurements that provided general information about the locale
(e.g. panoramas). This data was then used to infer properties of the geologic
unit containing the locale. Scientists also chose locales in different units and
talked about comparing/contrasting the units. The science team produced a
report every sol during 2005, summarizing their investigations and findings.
Of the 12 sols for which a complete daily summary exists, all 12 mention
specific locales and targets, and 11 of 12 mention specific units.

In addition, the scientists tended to talk about performing groups of
actions together (which they referred to as using a “template”). The same
set of actions was often repeated within a sol or across multiple sols, as
was the case with the SPSU (requested in 14 of 20 plans) and the HASTA
(another type of standard transect, requested in 7 of 20 plans).

The robot proxy supports both user-defined targets as well as automatic
target identification.

In order to limit the scope of the problem, this work focuses primarily
on activities that take place at a locale. This thesis does not address the
problem of moving locales within or between units.

In addition, it is important to note that every action may or may not
have a target, but every action will have a locale. An additional constraint
is that all actions with the same target must take place at the same locale.



112 CHAPTER 7. ROBOT PROXY REQUIREMENTS

Figure 7.1: Part of a geologic map of Site F created by one of the members
of the LITA science team.

Inclusivity Constraints
The fact that the science team was unable to specify that a group of actions
was “all-or-nothing” made it difficult for them to ensure the collection of
a complete SPSU, as described above. This type of constraint, a group of
actions which all must be executed successfully in order to be worthwhile,
is referred to as an inclusivity constraint.

Spatial Constraints

Collocation Constraints

As discussed above, the science team frequently attempted to coordinate
multiple actions. This was most challenging for them to plan when multiple
instruments were to be targeted at the same point. Every plan the scientists
created also involved multiple actions’ being requested at the same locale.
Using the current planning software, it was only possible to explicitly plan
for this second case.

The first locale of the Sol 1 plan illustrates both of these scenarios:

L10 atmosphere pan for weather,full FI, drive to “look at toes
spi and spec” ,plow 2 m, FI chlor on either side of furrow to check
for overturned rocks, spec pan for part of plowed area, TIR on
rock targets, move up the furrow 0.5m, FI chlor on either side,
move up furrow 0.5m, FI chlor on either side, move up furrow
0.5m, FI chlor on either side.
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All together, there were 19 science actions requested at this locale. Three
of these actions were targeted on the same point (the first full FI, SPI, and
spec). This illustrates the importance of being able to associate multiple
actions with a target or locale to ensure that the data covered the same
portion of the physical scene.

Distance Constraints
As seen through the design of the SPSU, the science team was interested
in specifying the distances between actions. This included distances at the
locale level (taking two FIs so many centimeters apart) as well as distances
between locales (SPSUs consisted of two 90-meter segments). The degree
of accuracy required was also important: a high degree of accuracy was
needed for SPSUs in order to ensure that the data returned would be usable
for statistical analyses.

Ordering Constraints

The planning software used by the science team forced them to specify
the exact order of all actions. Ordering was often necessary in order to
achieve the scientists’ goals (taking an FI of a plow requires that the plow
be completed before the FI).

Locales were also ordered, which represented the order in which the
robot was to travel between them; the goal representation also requires that
locales be ordered.

Requirements Summary

This analysis indicates that, in addition to representing actions and param-
eters, the goal representation utilized by the robot proxy must support:

e Logistical constraints: The actions to be executed, the targets they
may have, and the locales to which the robot will be sent

e Inclusivity constraints: Which actions should be carried out as an
“all-or-nothing” group

e Spatial constraints: Where each action should be located, whether
actions or locales should be separated by a certain distance

e Ordering constraints: The order in which actions should be executed
and locales should be visited
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7.3 Goal Validation

The goal representation described above provides an explicit means to rep-
resent the actions the scientists wish to execute and also the constraints
between them. In order for a scientist to communicate a set of goals to the
robot proxy, the scientist uses a graphical interface to provide the following
information:

e A sequence of locales placed on an orbital map which indicates where
the robot should travel and in what order

e Optionally, a set of distance constraints between locales indicating how
far they should be apart at what accuracy

e At each locale, a sequence of actions and their parameters
e Optionally, at each locale the scientist may specify:

— Which actions are associated with which targets
— Distance constraints between actions at the locale

— Which actions are members of inclusive groups

Once this information has been provided to the robot proxy, the robot
proxy must ensure that the information is both internally consistent and
consistent with the robot’s current capabilities. The following section dis-
cusses why goal validation is needed in order to promote common ground
between a scientist and robot. The details of the goal validation algorithm
will be presented in Section 8.4.

7.3.1 The Need for Goal Validation

The goal representation presented above provides the means for a scientist
to specify explicitly what actions should be executed and the relationships
between those actions. Goal validation is the process by which the robot
proxy checks that these actions are physically possible and meet the specified
constraints given the robot’s current capabilities. This is especially useful in
the case in which the science team desires a complicated sequence of actions
that rely on simultaneous knowledge of the location of an instrument, the
position of the instrument relative to some target, and the position of the
instrument relative to the robot or other landmarks in the environment.
One example of this situation that was observed was the science team’s
attempt to take an FI over a plowed trench. This was a strategy for finding
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life that the science team developed in 2004 and continued to use in 2005. It
involved using the robot’s plow to remove dirt from the surface of the ground
and then taking an FI of that area. Finding exactly the right parameters
to use to coordinate these activities proved to be challenging, as indicated
by this conversation on Sol 3 (scientists Riley, Sidney, and Taylor; engineers
Dakota and Emerson):

At 6:48 p.m., Sidney says that Dakota forwarded him an e-mail
from Emerson. Sidney says that it says that the plow is 24 cm
wide and generates a 20 cm trench. Sidney says that “we” were
assuming twice that. Taylor agrees, saying that x equals zero is
not zero relative to the robot. Riley replies, “It’s a good thing it’s
called zero though, that makes sense.” Riley laughs, and Taylor
and Sidney laugh with him. They talk about how x equals zero
is when the imager box is in the center of the robot, not the
camera lens. To take a centered image, they need to take the
FI at 6 cm. Sidney and Riley talk about what parameters to
use to do fluorescence imaging over plow furrows. Sidney says
that Emerson expects that 170 and -70 would work, but Sidney
says “that doesn’t make sense.” Dakota suggests that Emerson
meant millimeters. Sidney agrees that that would make more
sense, but he says that 17 cm would still be too big. “We just
have to keep this in mind,” Sidney says.

In order to accomplish the task, the science team must simultaneously
consider not only the size of the FI field of view and the size of the trench,
but also the relationship between the position of the FI camera and the
imager box, the relationship between the position of the imager box and the
center of the robot, and the relationship between the center of the robot
and the trench. Keeping track of all of the necessary parameters is difficult
even for people with extensive robot experience, as illustrated above.

Allowing a robot proxy to verify that the user’s goals are feasible based
on a model of itself reduces the burden on scientists to try and remember all
of the constraints that must be met in order to generate an error-free set of
actions. The robot proxy can verify not only that the actions are physically
possible but also that they will generate robot behavior that will meet the
specified constraints. In this instance, once the robot has the information
that scientists are trying to target the FI over a plowed trench, it can suggest
alterations to the parameters to ensure that the plan can meet this goal. The
goal verification process may help to resolve problems which arose due to
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the science team’s not having correct information about rover capabilities
(6.1% of instances) and those that arose due to errors in the scientists’ plan
(5.2%); fewer erroneous plans would also help to reduce the number of bad
data products (26.3%) (Table B.1).

This feedback loop also allows scientists to learn more about the robot’s
capabilities and refine their plans without having to wait an entire execution
cycle to see whether or not they chose appropriate parameters. The day after
the above discussion took place, the scientists learned that the plan had been
unsuccessful. “We tried to get an image of the plow trench, but we’re way
off,” one scientist commented. The proposed goal validation system will
help to reduce the likelihood of this type of situation.

At this time, there is one other similar tool currently under develop-
ment: the Mission Repair Feature of the MissionLab mission planning tool
[Moshkina et al., 2006]. This tool is a graphical user interface designed to
support the creation of missions for autonomous mobile robots; example
tasks include moving to a certain location or surveying a room. After a user
has specified a mission, he can “play back” the plan and observe robots’
behavior. If the user observes erroneous behavior, he can use the Mission
Repair Feature. This feature uses a wizard-style interaction to identify and
correct errors in the plan. Moshkina et al. demonstrate through user stud-
ies the effectiveness of this technique in reducing the number of unsuccessful
missions and increasing perceived ease of use of the MissionLab software.
By contrast, the goal validation system presented in this thesis does not
require users to sit and watch an entire simulated execution cycle, nor does
it rely on users to find all errors themselves. Moshkina et al. [Moshkina
et al., 2006] do provide empirical evidence that providing users with tools
which support repairing plans results in fewer erroneous plans. Instead of
providing a visualization tool, as MissionLab does, this thesis includes ex-
plicit modeling of users’ goals and of the robot itself because this allows for
automated detection of errors, generation of remedies, and building of com-
mon ground. Given the challenges inherent in planning for a complicated
robot, the goal validation system helps to reduce the burden on users to
create a perfect plan while increasing their knowledge about the robot and
its capabilities.

7.3.2 Goal Validation Requirements

Based on the structure of the goal representation, goal validation needs to
occur at three levels:

e At the action level: Given the current functionality of the robot and
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its instruments, are the parameters of the actions acceptable?

e At the locale level: a) Given the targets which the scientist as specified
as well as targets which have automatically been detected, do the
actions associated with those targets correctly cover them? b) Given
the distance constraints between pairs of actions at the locale, will
those actions be separated by the correct distance when executed on-
board the robot?

e At the plan level: Given the distance constraints between pairs of
locales, will those locales be separated by the correct distance when
executed on-board the robot?

The process of goal validation should then proceed as follows:

1. The robot receives a set of goals from the scientist.

2. The robot checks that these goals are internally consistent and consis-
tent with the robot model.

3. Depending on the outcome of these checks, feedback about the user’s
goals is generated and provided to the scientist. In the event that a
check fails, feedback will be displayed to the user which includes infor-
mation about why the check failed, the relevant actions and constraints
involved, and at least one possible course of action.

Before the final plan is sent to the robot, this validation cycle pro-
vides a means for the robot proxy to detect errors in actions, errors in
constraint satisfaction or targeting, and inconsistencies in the plan; and
suggest modifications to actions, constraints, or targets to eliminate these
errors/discrepancies.

Common ground between the science team and the rover is built over
time as the science team validates, edits, and re-validates their goals. Through-
out this process, the robot proxy continues to gain more information about
the scientists’ goals, and the science team receives more information about
the robot and its capabilities.

This goal validation helps assure that all actions are free of errors and
that all constraints are satisfied. The robot’s representation of the scientist’s
goals is updated as the scientist provides additional information through the
user interface, increasing the common ground between the robot and the
scientists. The system also promotes grounding by providing clear, easily
understandable information about the errors and discrepancies it detects.
The feedback helps the science team learn about the robot’s capabilities as
it helps them improve their plans.
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7.4 Robot Model

The purpose of the robot model is to represent the robot’s physical attributes
and capabilities. In order to check whether a proposed plan can be executed
on the robot, the robot model must include:

e A geometric model of the robot and the locations of its instruments.

e Mathematical models which can be used to compute the field of view
of each instrument given a set of action parameters.

e The range of acceptable values for each action parameter.

e Current information about the robot’s capabilities (e.g. which instru-
ments are not currently functioning).

e A model of the robot’s environment, such as the interaction between
the robot’s wheels and the terrain, as this affects the motion of the
robot.

This will allow the Goal Validator to check whether the robot can physi-
cally execute a particular command as well as to determine the field of view
of the robot’s instruments.

7.5 Summary

This chapter introduces the three major components of a robot proxy: an
explicit representation of scientists’ goals, a goal validation system which can
check if the goals are internally consistent and consistent with the robot’s
capabilities, and a model of the robot’s geometry and capabilities. An ex-
plicit goal representation is necessary in order for the proxy to be able to
reason about what the scientist is trying to do and for the robot to be able
to make better decisions at execution time if replanning is needed. This
representation must include support for actions, targets, locales, and the
relationships between them. A goal validation system is required so that
the robot proxy has a way to check that a sequence of actions will meet the
constraints given by the user. The goal validation must take place at the
level of individual actions, sets of actions at locales, and sets of locales (the
entire plan). Through the use of a goal representation, goal validation sys-
tem, and robot model, the robot proxy is able to promote common ground
between the user and robot.



Chapter 8

Robot Proxy Design and
Implementation

This chapter presents the design and implementation of a robot proxy. The
design of the proxy focuses on three major components: a goal representa-
tion, a robot model, and a goal validation system.

8.1 System Overview

The most important classes in the system implementation are shown in
Figure 8.1. The robot proxy itself is comprised of the Goal Validator and
all classes underneath it.

The Plan Manager is responsible for storing the science goals and co-
ordinating the scientist interface with the robot proxy. The Plan Manager
contains a Science Goals object (Section 8.2.3) which holds all of the cur-
rent information about the user’s goals. When the system is started, the
Plan Manager instantiates the Scientist Interface, Goal Validator, Robot
Manager, and Command Translator.

The Scientist Interface is a graphical user interface which allows the user
to choose the locales the robot will visit, the actions which will be executed
at each locale, and view the data returned from the robot. The Scientist
Interface also allows the user to request feedback from the robot proxy on a
specific locale or the entire plan.

The Science Goals class provides an explicit representation of the user’s
goals, including actions and their parameters, locales, and the constraints
between them.

The Goal Validator contains the methods necessary to check that an
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Figure 8.1: System diagram

individual action is physically possible, that the actions at a locale meet the
user’s constraints, and that a set of locales meets the user’s constraints.

The Command Translator is responsible for starting up the simulator,
simulating actions, and requesting information about the state of the robot
in the simulator. When the Simulation Manager receives a request from
the Command Translator, it delegates to the Simulation Controller. The
Simulation Controller communicates directly with the gazebo! simulation
and calls the appropriate gazebo method to simulate an action or to request
information about the state of the simulation.

As the user adds locales and actions, the Plan Manager updates the Sci-
ence Goals accordingly. When the user requests feedback, the Plan Manager
calls the appropriate method in the Goal Validator. Figures 8.2 and 8.3 il-
lustrate this procedure for checking an action and a locale, respectively. The
Goal Validator relies on the Robot Manager to provide it with information
about the robot’s capabilities. If a locale or entire plan is being checked, the
Robot Manager may request information from the robot simulation via the
Command Translator. The Command Translator communicates the request
to the Simulation Manager, which delegates to the Simulation Controller.
After simulation has finished, the needed information is passed back from the

! gazebo is available at playerstage.sourceforge.net.
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Figure 8.2: A sequence diagram illustrating the overall process of checking
an action.

Simulation Controller to the Simulation Manager to the Command Trans-
lator, from the Command Translator back to the Robot Manager, and then
back to the Goal Validator. The Goal Validator uses this information to
complete the validation process, returning feedback which is then displayed
to the user by the Scientist Interface.

All of the classes shown in Figure 8.1 are written in the Python pro-
gramming language except for the Simulator classes. Because gazebo does
not provide a Python interface, the Simulator classes are written in C4++
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Figure 8.3: A sequence diagram illustrating the overall process of checking
a locale. Checking a plan follows essentially the same sequence.
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Figure 8.4: A Unified Modeling Language (UML) class diagram of the three
major components of the goal representation [Booch et al., 1999].

and then thrift? is used to pass data between the Command Translator and
the Simulation Manager.

8.2 Goal Representation Implementation

The science goal representation has been implemented in Python using an
object-oriented design. The key components of the implementation are
shown in Figure 8.4. As this diagram illustrates, one Science Goals ob-
ject may be associated with any number of Locale objects, and each Locale
object may be associated with any number of Action objects.

2thrift is available at http://developers.facebook.com/thrift.
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8.2.1 Action

An Action object contains the following:

ID, a unique integer identification number
command, a string representing the name of the action

params, a list of the parameter values necessary to execute the com-
mand

distanceConstraints, a list containing the distance constraints associ-
ated with this action

locale, the Locale at which this Action should be executed

primary, a Boolean representing whether or not this action is the action
which defines a particular target

The Action class also defines methods for getting the ID value, getting
and setting the command, parameters, locale, distance constraints, and pri-

mary value.

8.2.2 Locale

A Locale object contains the following:

ID, a unique integer identification number

location, set of coordinates representing where this Locale is in the
world

actions, an ordered list of the Actions to be executed at this Locale

adgraph, a graph of the distance constraints which exist between ac-
tions at this Locale

atgraph, a list of which actions are associated with which targets at
this Locale

disatgraph, a list of which actions have been explicitly dissociated with
targets at this Locale

The Locale class also defines methods for getting the ID value, adding
and removing Actions, adding and removing distance constraints, and asso-
ciating or dissociating actions with targets.
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8.2.3 Science Goals

A Science Goals object contains the following:

e locales, an ordered list of the Locales in this plan

e algraph, a graph representing distance constraints between Locales in
this plan

e inclusiveGroupList, a list of the inclusive groups which have been cre-
ated

The Science Goals class also defines methods for getting the list of Lo-
cales, adding and removing Locales, adding and removing distance con-
straints, and adding and removing items from inclusive groups.

A Science Goals object contains all of the information needed to execute
a plan (which commands to execute where with what parameter values)
as well as additional information, such as distance constraints and targets.
This additional information is used to provide feedback to the user; it could
eventually provided to the robot such that the robot may be able to make
better decisions about what to do in the event an action fails.

8.3 Robot Model Implementation

The information necessary for the Robot Model is represented through both
a Robot Manager class as well as a set of configuration files; one of these
files is read by the Robot Manager class, and the other is read by the robot
simulator gazebo.

8.3.1 Robot Manager

The Robot Manager class contains a set of private variables which encode
many of the properties about a particular robot:

e instrumentList, a list of the instruments on-board the robot

e instrumentStatus, a dictionary structure which maps from an instru-
ment name to a string indicating whether the instrument is fully func-
tional, partially functional, or nonfunctional

e commandTolnstrument, a dictionary structure which maps from a
command name to a list of the instruments utilized by that command
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o commandToParameters, a dictionary structure which maps from a
command name to Parameter objects (which keep track of the name,
type, and possible values for each parameter needed by the command)

e commandCanDefineTarget, a dictionary structure which maps from a
command name to a boolean indicating whether or not the command
can be the primary action when constructing a target

e commandCanCoverTarget, a dictionary structure which maps from a
command name to a Boolean indicating whether or not the command
can cover an existing target

e canGenerateData, a dictionary structure which maps from a command
name to a Boolean indicating whether or not the command will create
a data product to be returned to the user

e instrumentTolfaces, a dictionary structure which maps from a com-
mand name to the names of the interfaces used by that command in
gazebo

e commandTranslator, an instance of the Command Translator class
which is responsible for communicating with gazebo

8.3.2 Configuration Files

Most of the variables described above are initialized using a configuration
file, which makes it easy to reconfigure or change robots. In addition, the
Robot Manager is associated with an XML file called a world file. The world
file is loaded by the gazebo simulator. This file is used to define the layout
of the robot’s environment, the physical model of the robot itself, and the
instruments which are attached to the robot. Any gazebo-compatible world
file can be used; any valid robot model placed in the world file is thus
compatible with the robot proxy implementation. gazebo also provides a
basic environmental model and is able to model the interaction between the
robot’s wheels and its environment. For use with a real robot, this model
may need to be modified and updated according to the terrain in which the
robot is operating.

Fields of view for the fluorescence imager and spectrometer used in the
final evaluation of the system were calculated based on images taken by
those instruments in gazebo and then cached (to prevent recalculation every
time the instruments are used).
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8.4 (Goal Validation Implementation

The role of the Goal Validator is to ensure that a particular action, locale,
or entire plan is consistent with the Science Goals and with the robot’s
capabilities. The principal methods in the Goal Validator which are used
for this are ’checkAction’, ’checkLocale’, and ’checkPlan’, respectively. Each
of these is outlined in detail in the following sections.

8.4.1 Check Action

The Check Action method (Algorithm 2) is called every time the user en-
ters a parameter for an action or attempts to save an action. The method
checks that the Locale has been correctly associated with the Action, that
all instruments needed by the action are functional, and that all parame-
ters provided for the action are acceptable given the instruments’ current
capabilities.

Algorithm 2 Check Action method in the Goal Validator.
Require: Locale [, Action a
{Check 1: Locale correctly assigned}
if a.getLocale() # [ then
return Exception
{Check 2: Action must use a functional instrument}
if any instrument in robotManager.getInstrumentByAction(a) is not

functional then

return Nonfunctionallnstrument
{Check 3: All parameters must be acceptable given the current state of
the instrument}
for each parameter in a.getParameters() do

if robotManager.checkParam(a,paramter) == False then

return InvalidParameter

return positive GVResponse

8.4.2 Check Locale

The Check Locale method (Algorithm 3) updates the list of targets associ-
ated with the locale, checks that every distance constraint between actions
at the locale is associated both with a distance and an accuracy value, checks
to see if one or more actions associated with a target does not correctly cover
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that target, and checks to see that all distance constraints at the locale are
satisfied.

Algorithm 3 Check Locale method in the Goal Validator.
Require: Locale [, Action a
robotManager.simulateLocale(l) {Simulate the actions at this locale}
updateTargets(l) {Update the associations between actions and targets
at this locale}
adgraph < [.get ADGraph() {Get the distance constraints between actions
at this locale}
for each distance constraint in adgraph do
if the distance constraint has no accuracy value then
return MissingAccuracy
targetList < all targets at this locale
for each target in targetList do
for each action associated with the target do
if isGoodTarget(action) == False then
badActionList.append (action)
if length of badActionList > 0 then
return BadTargeting
adgraph < [.get ADGraph() {Get the distance constraints between actions
at this locale}
for each distance constraint in adgraph do
{Use the simulator to get the actual distance between the actions}
if distance between the actions does not meet the distance constraint
then
return BadDistance
return positive GVResponse

A target is defined by a set of coordinates on the ground plane which are
the focus of a scientific investigation (that is, the user desires for multiple
instrument readings to cover the same area). In the Robot Manager con-
figuration file, every instrument on the robot which can take data must be
specified as either being able to define a target, cover a target, or neither.

If an action defines a target, that means the target’s coordinates are
equal to the coordinates of the intersection of that instrument’s field of
view with the ground plane. If the instrument’s field of view moves (either
because parameters have changed or because the robot moves), the target’s
coordinates update accordingly. If an action can cover a target, that means
the action can be associated with a target, and so the system will check
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for overlaps between the instrument’s field of view and any targets which
have been previously defined. In this particular implementation, the robot’s
fluorescence imager can define a target and the robot’s spectrometer can
cover a target.

The method by which the Goal Validator determines what targets are
at a locale is shown in 4. Essentially, the method uses two criteria to de-
termine what targets should exist at the locale: (1) whether the user has
explicitly specified that an action should (or should not) define a target or
be associated with a target and (2) whether an action is sufficiently close
to a target such that they should be associated with each other. The user’s
directions (if any) are given first priority before the system will create or
assign targets automatically. Two fields of view are said to be sufficiently
close if they overlap each other, or, if the fields of view were scaled by a
hand-coded factor of 125%, they would overlap.?

The isGoodTarget method of Algorithm 3, which the Goal Validator uses
to determine if an action correctly covers a target, is shown in Algorithm 5.
The polygon operations are provided by the Python library Polygon. If the
field of view of the action completely covers the target or vice versa, or if
the area of the intersection is very close to the area of the field of view and
the target, there is good targeting.* However, in the final evaluation, this
algorithm was adjusted so that it would return true if the field of view and
target overlapped enough to cover a rock (a 12 cm by 12 cm square).

8.4.3 Check Plan

The Check Plan method (Algorithm 6) checks that every distance constraint
between locales has an accuracy value and that the distance constraints
between locales are met.

8.4.4 Goal Validation Responses and Remedies

The return value of each main Goal Validation method (checkAction, check-
Locale, and checkPlan) consists of a GVResponse object (Figure 8.5). The
GVResponse object contains a string, evidenceType, which is set either to
'positive’ (indicates the check was successful) or 'negative’ (indicates the
check failed). The level variable is set to either ’action’, 'locale’, or 'plan’,

3For the final evaluation, however, the system assumed that all instruments were at-
tempting to target a single rock; thus, the sufficientlyClose method always returned true.
4The value used is hard-coded to 0.005.
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Algorithm 4 Update Targets method in the Goal Validator.
Require: Locale [
atgraph < [.getATGraph() {The graph which contains explicit associa-
tions between actions and targets}
disatgraph < [.getDisATGraph() {The graph which contains explicit dis-
sociations between actions and targets}
releventActions <= All actions at [ which can define or cover a target
for action in relevantActions do
targets < action.getTargets()
if action.isPrimary() == True then
{Ensure that the action is associated with exactly one target}
for action in relevantActions do
if action.isPrimary() == False then
allPrimaryTargets < atgraph.getAllPrimaryTargets()
for primary in allPrimaries do
if primary in targets then
{If the action was dissociated, remove the action from the target }
else

if action’s field of view is not sufficiently close to the target then
return BadTargeting
for primary in allPrimaries do
if primary not in targets then
if primary not in dissociated then
{If the action is sufficiently close to this primary target, asso-
ciate them}
if action can define a target and it hasn’t already been associated then
if action is not associated with any targets then
{Make this action a primary action and create a new target}

to clarify whether the GVResponse object was generated inside the check-
Action, checkLocale, or checkPlan method, respectively.

Each GVResponse object contains all relevant contextual information
such that the interface can display an appropriate message. It also contains
a list of GVRepair objects which indicate appropriate repairs to the Science
Goals.

As shown in Figure 8.5, the five types of GVResponses are:

e InvalidParameter: An Action has an unacceptable parameter value.
The object contains a list of which instruments are used by the action,
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Algorithm 5 isGoodTarget method in the Goal Validator.
Require: Coordinates of action’s field of view fov, target target

fovPoly <= polygon representation of fov

target Poly < polygon representation of target

andPoly < fovPoly&targetPoly {Compute polygon which represents

the overlap between the field of view and the target}

if fovPoly.covers(targetPoly) or targetPoly.covers(fovPoly) then
return True

else
fovArea < area of fovPoly
targetArea < area of targetPoly
andArea < area of andPoly
{There is good targeting if there is virtually no difference between the
area of the field of view, the area of the target, and the area of their
intersection. }
if (abs(andArea — fovArea) < 0.005 % fovArea) and (abs(andArea —
targetArea) < 0.005 x target Area) then

return True
else
return False

Algorithm 6 Check Plan method in the Goal Validator.
Require: ScienceGoals scienceGoals
algraph < [.get ALGraph() {Get the distance constraints between locales}
for each distance constraint in algraph do
if the distance constraint has no accuracy value then
return MissingAccuracy
for each distance constraint in algraph do
givenDistance <= what the distance between the locales should be ac-
cording to the distance constraint
accuracy < accuracy value according to the distance constraint
distance < straight-line distance between the two locales
lower Bound = givenDistance — accuracy
lower Bound = givenDistance — accuracy
if (actualDistance <  lowerBound) or (actualDistance >
upper Bound) then
return BadDistance
return positive GVResponse
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the command associated with the action, the name of the parameter
with the unacceptable value, a boolean indicating whether the action
is currently using modified values (indicating an instrument is not
fully functional), and a list of the currently acceptable values for the
parameter.

MissingAccuracy: A distance constraint (the relevantObject) is miss-
ing an accuracy value as well as the list of associated actions (the
relevantActionList).

Nonfunctionallnstrument: An Action has been selected which relies on
an instrument which is currently not functioning. The object contains
the name of the instrument and the command associated with the
action.

BadDistance: Two actions or locales are separated by a distance which
is not acceptable according to their distance constraint. The object
contains the relevant actions, locales, and distance constraint informa-
tion.

BadTargeting: An action is associated with a target, but the field of
view of the action does not sufficiently cover the target. The object
contains the relevent target, a list of actions which do not sufficiently
cover it, and a map between each relevant action and its field of view.

Figure 8.6 illustrates the seven possible remedies to checks which fail.
Each GVRepair object is associated with a type, indicating whether the
repair involves editing a value, deleting a value, or getting a new value from
the user.

EditParameter: change the value of an Action’s parameter
EditActions: edit the list of actions at a locale
DeleteAction: delete an action

EditTargets: edit which actions are associated/dissociated with which
targets

EditDistanceConstraint: edit the distance and/or accuracy values of
a distance constraint

DeleteDistanceConstraint: delete a distance constraint

GetAccuracyValue: get a missing accuracy value from the user
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GVResponse

-evidenceType
-level

+getRemedies()

1

MissingAccuracy

-missingType
-relevantObject

-relevantActionlist

InvalidParameter Nonfunctionallnstrument BadTargeting
-instruments -instrument -target
-command | -command -badActionlist
-parameteriame -actionToFOy
-usingModifiedvalues
-currentlyPossibleValye

BadDistance

-actionlLocale
-actionZlocale
-actionl
-action2
-dcInfo
-actualDistance
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Figure 8.5: A Unified Modeling Language inheritance diagram illustrating

the possible responses from the Goal Validator [Booch et al., 1999].
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8.5 Summary

As indicated by the analysis of the Life in the Atacama project, the robot
proxy requires three main components: a goal representation, which cap-
tures not only a sequence of actions but also additional information relevant
to targets and other constraints; a robot model, which contains information
about the robot’s capabilities; and a goal validator, which allows the user
to check an action, locale, or plan to determine if the science goals are in-
ternally consistent and consistent with the robot model. These components
have been implemented in Python according to an object-oriented model,
represented by the Science Goals, Robot Model, and Goal Validator classes,
respectively.
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Chapter 9

Evaluation Study Design

This chapter describes an extension to the proof-of-concept study described
in Chapter 6 in which participants utilized the full robot proxy implementa-
tion in order to conduct an exploration robotics task. The most significant
findings of this study indicated that participants who utilized the robot
proxy performed more efficiently, collected higher-quality data, and estab-
lished greater common ground with the robot. This study suggests Robot-
Proxy Grounding can improve efficiency in exploration robotics tasks.

9.1 Study Design and Method

In this experiment, a robot proxy-based interface was compared against an
encoder-decoder interface that could only pass plans from the user to the
robot. As in the earlier, proof-of-concept study, a between-subjects design
was used: each participant was randomly assigned to one of two conditions,
the Robot Proxy condition or the No Proxy condition. In order to maximize
the number of participants, a simulation was used in lieu of a physical robot.

The goals of the study were to understand the impact of a robot proxy-
based interface on three particular areas relevant to common ground and
exploration robotics tasks:

o Tusk performance. Which group is more efficient at completing the
task successfully? Which group captures higher-quality data?

o Self-evaluation of performance. How does the robot proxy-based in-
terface affect participants’ perceptions of their own performance and
their feelings of collaboration with the system?
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o FEstablishing common ground. Which group has a better understanding
of the robot’s state and its context?

As in the proof-of-concept study, investigation of task efficiency focuses
primarily on how many communication cycles are required to complete the
task rather than the amount of time spent by the user to create plans for
the robot. The number of communication cycles is a better metric because
in remote exploration HRI, communication with the robot is very expensive
and limited.

9.2 Participants

Sixteen participants were recruited from Carnegie Mellon University; eight
were assigned to each of the two conditions. All participants were graduate
students in the Robotics Institute. Participants were compensated US$50
for their time upon completion of the study.

9.3 Procedure

After arriving at the lab, each participant was seated at a desktop computer.
The participant was given three handouts to read: a handout containing
background information on the task, a handout containing diagrams of the
robot used in the experiment (Figure 9.1), and a handout describing the
commands and parameters that the participant could use during the task
(Figure 9.2). The background information handout contained the following
description of the task:

In this task, you will work with a Pioneer 2DX robot which is
located in the Atacama Desert. Scattered around the desert are
rocks, each of which may host a variety of living organisms. You
must use the robot’s imaging abilities to take pictures of each
rock and figure out what kinds of life live on the rock and what
the distribution of each type of organism is. You will study one
rock at each of three different sites (locales). At the very end of
the task, you will be asked to complete a short questionnaire.

The robot has the following capabilities:

e It can drive in a straight line forwards or backwards (DRIVE)
e It can turn in place (TURN)
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T

Robaot is facing
this direction

Top-Down View

Spectrometer (SPEC)

Pan-tilt unit

Robot is 0.45 m long by
0.28 m wide
Front View

Distance from SPEC lens
to ground is 0.34 m

. fi =
»

Distance from Fl lens
to ground is 0.17 m

Side View

= Field of view for both instruments
is 50 degrees

- N
Flis mounted at a tilt
of 45 degrees

Figure 9.1: Handout that was presented to study participants on the dimen-
sions of the robot.

e It can take an image using its fluorescence imager (FI)

e It can take an image using a spectrometer (SPEC)

The spectrometer is mounted on the robot’s white pan-tilt unit.
The fluorescence imager is mounted on the front of the robot.

You will assemble sets of actions (called plans) that the Pioneer
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Commands

There are four commands which you can send to the robot:

DRIVE: Drives the robot in a straight line for a distance between -2 and 2 meters (if the value is positive, the robot drives forwards; if
negative, it drives in reverse).

TURN: Turns the robot in place by the specified number of degrees between -180 and 180, see diagram below:
TURN

0 degrees

Postive
turns to the
robot's right

robot's left

180 degrees =
-180 degrees

FI: Take a fluorescence image. The fluorescence imager is located on the front of the robot mounted at a 45 degree tilt.

SPEC: Take a photograph with the robot's spectrometer (the red instrument on the white pan-tilt unit). You must specify a pan and tilt
value in degrees (shown in the diagrams below).

PAN TILT

-50 degrees 0 degrees 50 degrees

- . ] X 15 degrees
2
30 degrees
Acceptable pan values: Acceptable tilt values:
Min: -50 degrees (to the robot's left) Min: 15 degrees
Max: +50 degrees (to the robot's right) Max: 30 degrees (maximunm tilt, towards ground)

A pan of 0 looks straight ahead of the robot

SPEC limitations: The spectrometer can only detect life on a rock if the center of the rock is between 0.6 m and 0.8 m from the
center of the robot (0.3 m to 0.5 m from the front of the robot).

Figure 9.2: Handout that was presented to study participants on the com-
mands which could be sent to the robot.

will execute in order to collect data. In general, your exploration
will have two phases:

First, you will be asked to add one new locale where you want
the robot to explore. This locale must be 100 meters away from
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the robot’s current position (+/- 5 meters), located with a region
of geologic interest. After you execute this plan, the robot will
move to the new locale, automatically take a panoramic image
with its camera, and return the image. Every time you move
the robot to a new locale, it must be 100 m + /- 5 m away
from the robot’s previous locale and in a new region.

Second, using the overhead image taken at the locale, you will
add actions to the robot’s current locale so that it will take
images of the rock. It is very costly in terms of bandwidth to
communicate with the robot, so you should try to minimize
the number of execution cycles needed to study each rock.
Every action also drains the robot’s batteries, so you should
try to minimize the number of actions in each plan. You
are allowed a maximum of three execution cycles at each locale
before the robot will have to move on to a new locale.

The participant was also provided with a specific list of robot commands
available to use as well as diagrams depicting the robot’s shape and size,
which were available to the participant throughout the game (Figures 9.1
and 9.2).

The experimenter then presented a twenty-minute tutorial describing
how to use the interface to complete each of the two phases described above.
The experimenter then read through an additional handout describing how
to interpret the images taken by the robot (example images shown in Figure
9.3).

The participant was presented with an orbital map which displayed the
location of the robot as well as five areas of interest (Figure 9.4). In Phase
1, the participant was required to choose a new location (locale) for the
robot to visit that was inside one of these areas as well as being 100 meters
from the robot’s starting location (plus or minus five meters). Participants
could use the mouse to place a new locale on the orbital map. Additionally,
participants in the Robot Proxy group had the option of adding a distance
constraint specifying that the locations should be 100 meters plus or minus
five meters apart. Participants in the Robot Proxy group could then use
the “Check Plan” button to receive feedback about their locale placement
(Figure 9.6(b)). Once the participant was satisfied with the locale place-
ment, she clicked the “Execute Plan” button (Figure 9.6). Before the robot
executed the plan, the participant was asked for an estimate of how far apart
the two locales were and how confident she was in that estimate.
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(a) An example FI image. Microbes de- (b) An example SPEC image. Microbes
tected by the FI appear as black on a detected by the SPEC appear as white
white background. on a black background.

Figure 9.3: Sample images taken by the robot using (a) the fluorescence imager
(FI) and (b) the spectrometer (SPEC).

Figure 9.4: The orbital map presented to study participants showing the
location of the robot (square) and five areas of interest labeled A through
E.

The robot then executed the plan and moved to the new location. The
interface displayed an overhead map containing the robot and the rock (see
Figure 9.5). This was the end of Phase 1 for the locale.

The participant then used the “Edit Locale” button to add actions to the
rover’s current location such that it would approach the rock and image it
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Figure 9.5: An example overhead map showing the location of the robot
and the rock.

with both the fluorescence imager (FI) and the spectrometer (SPEC) (Figure
9.7). Participants in the Robot Proxy group had the option of requesting
feedback about their plans (Figure 9.7(b)). This feedback consisted of a
message indicating if the instrument readings were not overlapping enough
to cover a rock as well as a graph depicting where the instruments’ fields of
view would cover the ground (Figure 9.8). Once participants were satisfied
with their plan, they would click the “Execute Plan” button. Before the
plan was executed, participants were asked to estimate a) which instrument
readings would overlap with each other, if any, b) how far they estimated the
center of the robot would be from the center of the rock after the plan was
executed, and ¢) how much of the rock would be covered by each instrument
reading (“All”, “Some”, or “None”). Participants were also asked to provide
confidence values for each estimate on a Likert scale from 1 to 5 (1 = “Not
confident”, 5 = “Very confident”)

The robot would then execute the plan and the interface would display
an updated overhead view as well as any images taken by the robot during
the execution of the plan. Participants had the option of executing up to
three plans at each locale before they were required to move to the next
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i Add Locale

Delete Locale

Edit Locale

[ Execute Plan
l View Data

Add Locale

Delete Locale

Edit Locale

Edit Distance Constraints

Execute Plan

|
|
|
l
|
PAS

l
{
l
[ check Plan
l
l

View Data

(b) Scientist Interface for participants in the Robot Proxy group, which includes but-
tons for entering distance constraints and checking the plan.

Figure 9.6: The main interface display for participants in (a) the No Proxy group
and (b) the Robot Proxy group.
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- EditSiocale Iy = = =
Actions | Targets | Groups | Distance Constraints |
Possible actions: Currently selected actions:
SPEC
Fl
DRIVE
TURMN

Add Action

Remove Action

Edit: Parameters

Save and Close

(a) Edit Locale Interface for participants in the No Proxy
group.

- Sefin Boe:i [ feib) =
Actions | Targets

Possible actions: Currently selected actions:
SPEC

Fl

Groups | Distance Constraints |

DRIVE
TURN

Add Action

Rermove Action

Check Locale
Save and Close

(b) Edit Locale for participants in the Robot Proxy group,
which includes a button for checking the actions at the
locale.

Figure 9.7: The interface used to add actions to a locale for participants in (a)
the No Proxy group and (b) the Robot Proxy group.
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The following actions' fields of view do not everlap enough for them both to cover a rock:

Fi (0}
SPEC (1)
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Edit the actions at this locale

(a) Written feedback provided to participants indicating
which actions do not overlap enough to cover a rock.
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(b) Graphical feedback provided to participants which displays
the robot’s starting and ending locations as well as the area on
the ground which will be covered by each instrument reading.

Figure 9.8: The two screens of feedback provided after the “Check Locale” button
is clicked: (a) a description of which actions do not overlap and (b) a graph which
displays the starting position of the robot, ending position of the robot, and the
fields of view of all instrument readings.
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locale.

Thus, during each of three trials, each participant completed two major
activities: selecting a locale for the robot to visit (Phase 1) and studying a
rock at that location (Phase 2). No matter where participants chose to send
the robot during Phase 1, the location of the rock with respect to the robot
was the same for all participants in Phase 2. During this second phase, the
participants constructed a plan for the robot (planning), executed the plan,
and examined the images returned from the robot (data review). A cycle is
defined as one planning session followed by one data review session. Each
participant examined three different rocks for a total of three trials. After
completing all three trials, the participant was asked a set of questions about
her experiences. The entire process lasted approximately sixty to ninety
minutes per participant.

9.4 Simulation

Because the task involved a non-collocated robot, software could be used to
simulate a physical robot without sacrificing the fidelity of the human-robot
interaction. The robot simulation software gazebo was used to simulate the
robot’s actions and to generate the data returned from the robot. At the end
of the experiment, the participant was informed that he/she had been using
a simulated robot. The robot was not stochastic except for the fact that
it tended to under turn (although it was consistent in doing so); thus, the
robot executed plans consistently, if not perfectly. This is an advantage over
the proof-of-concept study in that the simulated robot the robot behaved
more like a physical robot.

9.5 Dependent Variables

Table 9.1 illustrates the dependent variables measured in this study. The
performance and common ground variables were derived from the require-
ments of the task itself. For all self-evaluation questions, participants were
given a Likert scale from 1 to 5 and asked how strongly they agreed with a
particular statement (1 = “Strongly disagree”, 5 = “Strongly agree”). Fac-
tor analysis was used to confirm that both statements on collaboration could
be combined as a coherent factor “Collaboration”; the Cronbach’s alpha of
this factor was calculated to be 0.86, which suggests that the factor is inter-
nally consistent. For questions which asked about participants’ confidence
in an answer or estimation, participants were given a Likert scale from 1
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to 5 and asked how confident they felt (1 = “Not confident”, 5 = “Very
confident”). For the two questions which asked participants to rate how
responsible they were for successful plans (those in which the entire rock
was visible) and failed plans (those in which the entire rock was not visible),
participants assigned responsibility by choosing one of the following: “I was
0% responsible, the system was 100% responsible”, “I was 12% responsible,
the system was 88% responsible”,“I was 33% responsible, the system was
66% responsible”, “I was 50% responsible, the system was 50% responsi-
ble”,“ I was 66% responsible, the system was 33% responsible”, “I was 88%
responsible, the system was 12% responsible”, “I was 100% responsible, the
system was 0% responsible”, or “N/A”.
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Table 9.1: Dependent Variables

Variable

\ Measure

Task Performance: Phase 1 (Locale Placement)

Accuracy

How close was the distance between each pair of locales to
100 meters?

Task Performance: Phase 2 (Rock Examination,)

Accuracy Did the participant successfully determine the distribution
of each type of life on each rock?
# Cycles How many planning/execution cycles were used in exam-

ining the rock?

Data Quality

For each piece of data returned from the robot: A) What
proportion of the rock face was covered by the instrument?
B) What proportion of pixels in the image contained the
rock face?

Review-Data Ratio

What proportion of the participant’s time spent in this
phase was used to review data from the robot?

Self-Evaluation of Performance

Effectiveness To what extent did the participant agree or disagree that
she was efficient at performing the task and felt confident
during the task? (4 questions)

Collaboration To what extent did the participant agree or disagree with
the statements: A) When developing plans, I felt I was
collaborating with the system. B) I relied on the system
for help.

Responsibility  for | How do participants assign responsibility for their suc-

Successes/Failures cesses/failures between themselves and the system?

Establishing Common Ground

Understanding  of | Immediately after each plan is executed but before the data

the robot’s state is displayed to the participant, the participant is asked
whether each pair of instrument readings overlap and how
confident she is in those answers.

Understanding  of | A) Immediately after each plan is executed but before

the robot’s context

the data is displayed to the participant, the participant
is asked to estimate the distance between the robot and
the rock and how confident she is in that estimate.

B) Immediately after each plan is executed but before the
data is displayed to the participant, for each instrument
reading, the participant is asked how much of the rock
(all, some, or none) will appear in the resulting image and
how confident she is in those answers.
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Chapter 10

Analysis of Evaluation
Results

The data analysis for this study focused on understanding the differences is
task performance, self-evaluation of performance, and establishing common
ground between participants who used a Robot Proxy and those who did
not.

10.1 Task Performance

The experimental task consisted of two phases: 1) choosing a locale for the
robot to visit and 2) examining a rock. The performance of participants
on both phases of the task was examined to determine if there were any
differences between the Robot Proxy and No Proxy groups.

10.1.1 Phase 1: Locale Placement

During Phase 1 of each trial, the participant was required to place a new
locale on the orbital map at a distance of 100 meters (plus or minus five me-
ters) from the robot’s starting position. The results showed that there was
no significant difference in performance on this part of the task between the
two groups. The absolute error of each participant’s locale placement was
calculated as the distance by which the participant’s locale placement was
outside of this 110-meter window. In order to examine the difference in this
absolute error between participants, a two-way repeated measures analysis
of variance (ANOVA) was conducted from all 16 participants with condi-
tion as a between-subjects variable and trial number as a within-subjects
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factor. There was no significant main effect for condition nor trial and no
interaction effect. This shows that participants placed their locales with
approximately the same error, indicating that there was no difference in
performance. Although the Robot Proxy group received feedback about the
distance between the locales that they placed while the No Proxy group re-
ceived no feedback, the No Proxy participants had to determine the distance
between locales by calculating it themselves. This meant that both groups
had a fairly good idea of how far apart locales were, resulting in similar error
rates.

10.1.2 Phase 2: Examining Rocks for Signs of Life

During Phase 2 of each trial, the participant was allowed to send up to three
plans in order to capture an image of a rock using both the robot’s spec-
trometer (SPEC) and fluorescence imager (FI). For each rock, participants
were asked to identify the frequency and distribution of two types of life
(each instrument could detect only one type). Five of eight participants
in the No Proxy group and seven of eight participants in the Robot Proxy
group correctly identified the proportion and distribution of all life; there
was no significant difference between the groups. This indicates that partic-
ipants were sufficiently motivated to collect enough data during the task to
correctly identify life.

A two-way repeated measures ANOVA was conducted with condition
as a between-subjects variable and trial number as a within-subjects fac-
tor in order to better understand any differences in participants’ strategies
in performing the task. Examining the number of actions executed on the
robot showed no significant main effect for condition or trial and no interac-
tion effect. The fact that participants executed similar numbers of actions
suggests that participant adopted a similar strategy as they examined the
rocks. Also examined was the proportion of time participants spent review-
ing data from the robot as opposed to planning. The ANOVA indicated only
a marginal main effect for condition (F'[1,42] = 3.19, p < 0.1); participants
in the Robot Proxy group spent only marginally significantly more time re-
viewing data than participants in the No Proxy group. This is opposite of
our finding in the pilot test, perhaps because utilizing the feedback from the
system required the use of the overhead map, which was included as part
of the data in this study; the overhead map was not included in the data
review time in the previous study.

These results suggest that participants utilized similar strategies and
were ultimately able to achieve success at correctly identifying life. Mistakes
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Figure 10.1: Mean and standard error of number of plans executed for both
conditions across all three trials.

participants made did not lead to complete failure; rather, the data suggest
that participants without the robot proxy were more inefficient at the task
and lacked common ground with the robot.

Task efficiency was examined by measuring the number of plans each par-
ticipant executed in Phase 2 as well as the quality of the data that the robot
returned to them. Examining the number of plans executed using a two-way
repeated measures ANOVA with condition as a between-subjects variable
and trial number as a within-subjects factor showed a significant main effect
for condition (F[1,42] = 5.45, p < 0.05). As shown in Figure 10.1, this in-
dicates that participants in the Robot Proxy group used significantly fewer
cycles than those in the No Proxy group. Given that every execution cycle
during an exploration robotics mission requires a large amount of resources
in terms of time, bandwidth, and energy, these results suggest that the use
of a robot proxy could result in significant cost reductions.

To examine the differences in data quality, a two-way repeated measures
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ANOVA was conducted with condition as a between-subjects variable. For
each image, both rock size in the image (the fraction of pixels in the image
which contained the rock face) as well as rock coverage (the fraction of
the rock face visible in the image) were calculated. With respect to rock
size, there were no significant differences for either instrument between the
groups. This was largely a result of the design of the robot used in the
simulation: In order to for the rock to be in the image, it had to be within
a set, fairly narrow range from the robot, meaning that if a rock was in the
image it would generally appear to be about the same size. With respect
to rock coverage, the results indicated that participants in the Robot Proxy
group took significantly better FI data on average (more of the rock was
covered by the FI) (F[1,42] = 4.95, p < 0.05) (Figure 10.2). There was no
significant difference between the groups for the SPEC data, most likely due
to the fact that the SPEC had a wider field of view and it was thus easier
to capture the entire rock face in a SPEC image. The fact that the Robot
Proxy group was able to obtain higher-quality FI data also demonstrates an
improvement in efficiency over the No Proxy group.

10.2 Self-Evaluation of Performance

Regression analysis was used to ascertain if the presence of the robot proxy
could explain the differences in participants’ self-evaluation of their perfor-
mance on the task. The regression analysis of efficiency on condition was
marginally significant (Mpp = 4.38, Myp = 3.38, 7> = 0.2, p < 0.1). The
multivariate correlations between participants’ self-evaluations and their
performance (Table 10.1) also showed that participants who rated them-
selves as more efficient at the task did demonstrate better performance:
they executed fewer plans and their FI images covered more of the rocks.
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Figure 10.2: Mean and standard error of percentage of rock face visible for
both conditions across all three trials.



CHAPTER 10. ANALYSIS OF EVALUATION RESULTS

156

(g0°0 > d) jyueoyrusis A[rednysiyerg

1 uoIyRIOqR[[0))
aIm[re, 10j
9%°0- 1 Anqiqisuodsoy]
§S900MNG 10§
8€°0- €00 ! Aypiqrsuodsoy
ue[d 9se]
40 97°0- 69°0- 1 Ul 9ouepyuos
ue[J 18I
10°0- 60°0- €v'0 1¢°0- ! Ul 9ouspyuon
70 9¢°0- 99°0- 90 €¢°0- 1 pelgientics
Id
UL 9[qISIA 99%g
910 €6°0- g€'0- 9¢°0 60°0- ¥8°0 ! oY Y% Say
PoINDaXY
S1'o GG'0- [44\) 1o ¥0°0- 62°0- €€°0- I |sueld # 3Say
K
weld weld ur - 9IqIsIA POIXY
aInyre,; 1oJ sse0ong 10J | Ise] ur | 98I ut oor ooy sue[d
uorjyeroqe[o) | Anpiqisuodsoy] | ANIqsuodsey] | 90oUOPYUO!) | 90USPHUO)) Kouedtyy | % 8Ay | # 3AYy

(9oURULIOLID [RN)OY PUR 9OURULIONDJ JO UOIIRN[RA-J[OS) SUOIIR[DIIO)) SIRLIRATININ T°(OT

OIqRL,




10.2. SELF-EVALUATION OF PERFORMANCE 157

Participants were also asked to rate to what extent they agreed or dis-
agreed with the statements “The very first/last time I sent a plan to the
robot, I felt confident that I knew what I was doing.” While there was no
significant difference between participants about their confidence while send-
ing the first plan, there was a significant difference about their confidence
while sending the last plan (Mgp = 5, Myp = 3.75, r2 = 0.35, p < 0.05).
As shown in Figure 10.3(b), every participant in the Robot Proxy group
strongly agreed that s/he felt confident while sending the last plan.

Participants’ evaluation of their own performance also indicated that
participants in the Robot Proxy group felt a stronger sense of collaboration
with the system. Factor analysis was used to confirm that one question on
collaboration with the system and one question on reliance on the system
could be combined into a coherent factor of “Collaboration”; the Cronbach’s
alpha of that factor was calculated to be 0.86. The regression analysis
of collaboration on condition was significant (Mgp = 4.44, Myp = 3.25,
r? = 0.32, p < 0.05); that is, participants in the Robot Proxy group agreed
more strongly that they collaborated with the system. The multivariate
correlations between participants’ answers to the self-evaluation questions
indicated that participants who agreed more strongly that they collaborated
with the system also rated themselves as more efficient at the task, more
confident in the last plan they sent to the robot, and rated themselves as less
responsible for their successes (they rated the system as more responsible
for their successes) (see Table 10.2). In other words, participants who felt
they were collaborating with the system rated themselves as more efficient
at the task, more confident at the end of the task, and gave the system more
credit for successful plans.
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(a) Mean and standard error of participants’ confidence with
respect to the first plan they sent to the robot.
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(b) Mean and standard error of participants’ confidence
with respect to the last plan they sent to the robot.

Figure 10.3: Participants’ ratings of how confident they were when sending (a)
their first plan to the robot and (b) their last plan to the robot.
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These feelings of collaboration extended to the point that the partici-
pants in the Robot Proxy group gave the system significantly more credit
for successful plans than members of the No Proxy group (Mrp = 0.80,
Mpyp = 0.56, 72 = 0.36, p < 0.05); as shown in Figure 10.4(a), no member
of the Robot Proxy group claimed more than 66% responsibility for suc-
cessful plans (every Robot Proxy participant gave the system at least 33%
responsibility for success). There was no significant difference with respect
to assigning blame for failures, although the range of responses from the
Robot Proxy group was smaller (Figure 10.4(b)); no member of the Robot
Proxy group felt more than 66% responsible for failed plans.

10.3 Establishing Common Ground

As demonstrated in Chapter 4, two of the key components of common
ground in human-robot interaction are the robot’s state and its context.
In order to estimate participants’ common ground with the robot, before
each plan was sent to the robot for execution, participants were asked to
predict:

e which instruments’ fields of view would overlap with each other (robot
state)

e whether each image taken would contain all, some, or none of the rock
(robot context)

e the distance between the center of the robot and the center of the rock
at the end of the plan (robot context)

Participants also indicated how confident they were in each of their predic-
tions.

Overall, participants in the Robot Proxy group had a better understand-
ing of the robot’s state and context than participants in the No Proxy group.
With respect to the robot’s state, a two-way repeated measures ANOVA
with condition as a between-subjects variable and trial as a within-subjects
factor indicated that there was a main effect for condition: the Robot Proxy
group made significantly more accurate predictions of whether or not instru-
ments would overlap (F[1,39] = 10.00, p < 0.01)! (Figure 10.5(a)). With
respect to the robot’s context, the Robot Proxy group made significantly
more accurate predictions of how much of the rock would appear in each

IThe degrees of freedom differ for this measure as not every plan contained multiple
instrument readings.
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(a) Mean and standard error of participants’ assignments of
their own responsibility for successful plans.
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(b) Mean and standard error of participants’ assignments of
their own responsibility for failed plans.

Figure 10.4: Participants’ ratings of how much responsibility they assigned them-
selves for (a) successful plans and (b) failed plans.
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image (F'[1,42] = 26.56, p < 0.01) (Figure 10.6(a)) and marginally signifi-
cantly less error in estimating the final distance between the robot and the
rock (F[1,42] = 3.85, p < 0.1) (Figure 10.7(a)). No main effect for trial
or interaction effect was found. This suggests that the Robot Proxy group
had a better understanding of the robot’s state and context than the No
Proxy group and therefore more common ground with the robot. Partic-
ipants in the Robot Proxy group were also significantly more confident in
their predictions for each of the three prediction types: for predicting instru-
ment overlap (F[1,39] = 43.01, p < 0.01) (Figure 10.5(b), predicting how
much of the rock would appear in each image (F[1,42] = 26.56, p < 0.01)
(Figure 10.6(b)), and predicting the distance between the robot and rock
(F[1,42] = 20.93, p < 0.01) (Figure 10.7(b).

The multivariate correlations between participants’ understanding of the
robot’s state and context and participants’ performance demonstrate that
greater common ground is correlated with better task efficiency (Table 10.3).
Participants who scored better at predicting how much of the rock would
be in a given image also, on average, captured more of the rock in their
FI images and SPEC images. In addition, participants who scored better
at predicting whether different instruments would overlap executed fewer
plans.

10.4 Constraints and Limitations

In order to ensure that the task could be completed by participants within
a reasonable length of time, the functionality of the robot proxy was some-
what limited. While the system had no knowledge of where rocks were
located, the robot proxy provided feedback under the assumption that each
locale contained exactly one 12cm by 12cm rock, such that any overlap-
ping instrument readings must overlap by at least enough to cover a rock.
(Participants in the Robot Proxy group were told this limitation during the
tutorial.) Functionality supported by the Robot Proxy which was not needed
to complete the task was disabled: participants could not add constraints
between actions, define targets explicitly, or construct inclusive groups.
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It is also important to note that participants in both conditions were
prevented from entering invalid parameters when adding actions to their
plans. As a result, in this study it was impossible to execute an action which
was physically impossible for the robot. This seemed a sensible limitation
given that the Life in the Atacama mission planning software also prevented
users from entering erroneous parameter values.

10.5 Support for Robot-Proxy Grounding

While the participants in this study were more representative of expert
roboticists than the type of highly-trained scientists who participate in sci-
entific exploration missions, the results demonstrated the significant impact
of the use of a robot proxy on task efficiency, self-evaluation of performance,
and establishing common ground. The task used in this study was more
challenging and open-ended than the task in the proof-of-concept study, yet
nearly every participant was able to collect enough data to complete the
task correctly (e.g. correctly identify life on every rock). However, the data
did not indicate that there were any significant linear learning effects across
the trials as were found in the proof-of-concept study; this may have been
due to the more challenging nature of the task.

This study has demonstrated the effectiveness of using a robot proxy to
improve task performance and promote common ground. Participants who
utilized the robot proxy were more efficient at the task than participants
without the robot proxy: members of the Robot Proxy group executed fewer
plans on the robot, and they collected higher-quality data. Participants
using the robot proxy perceived themselves as more efficient at the task
(which was confirmed by their actual performance), and by the end of the
task, every participant who used the robot proxy strongly agreed that he
felt confident in performing the task. Participants in the Robot Proxy group
also felt a stronger sense of collaboration with the system, to the point that
they gave the system significantly more credit for successful plans.

Not only did robot proxy users perform more efficiently, more confidently,
and with stronger feelings of collaboration, but the results also suggest that
they established more common ground with the robot. In particular, partic-
ipants in the Robot Proxy group had a better understanding of the robot’s
state and its context, two key aspects of common ground for human-robot
interaction. This suggests that the Robot Proxy was successful in promoting
common ground and improving task performance.
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Chapter 11

Conclusion

The goal of this thesis is to improve upon the encoder-decoder model of com-
munication utilized by traditional exploration robotics systems. According
to this model, the user encodes her goals through an interface which trans-
lates them into machine-readable actions which are sent to the robot. At
execution time, the robot uses planner to decode and schedule the necessary
low-level commands and an executive process to direct the execution of the
commands. The drawbacks to this model are that, particularly in the case
of remote exploration robotics systems, the user only receives feedback from
the robot at the end of its execution cycle (in the form of data return).
However, time, energy, and communications bandwidth are extremely valu-
able resources. If a plan results in poor-quality data, these resources may be
used inefficiently. In addition, given that the robot only receives a list of ac-
tions, it has no information about the user’s higher-level goals. In the event
that an action fails at execution, the robot does not have any additional
information to guide its decision-making processes.
This thesis set out to answer the following question:

In a system consisting of a human and an autonomous, mobile
robot engaged in an exploration task, can we improve efficiency
by helping the user develop a more accurate mental model of the
robot and ensuring that the actions that the robot executes are
consistent with the user’s underlying goals?

The primary hypothesis of this thesis is that promoting common ground
between the human and robot will result in fewer execution cycles required
to complete a task, higher-quality data returned from the robot, better
mental models formed by the user about the robot’s behavior, and more

169
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information for the robot about the user’s higher-level goals. Studies of the
Personal Exploration Rover museum exhibit and the Life in the Atacama
project have demonstrated the wide variety of problems which can result
from a lack of common ground between user and robot, even as the robot
becomes more autonomous. These studies also demonstrate the importance
of the robot’s state and context as part of this common ground.

Thus, the goal of this work is to promote common ground between a
human and robot engaged in an exploration task. However, due to the
constraints and costs of the grounding process for exploration robotics tasks,
it is not possible for the human and robot to interact directly in real-time,
as is the case for human conversational grounding. To solve this problem,
this thesis introduces the robot proxy, a software system with which the user
can “converse” in real time while she formulates a plan. A proof-of-concept
study validated this approach.

The purpose of the robot proxy is to ensure that the plans which are
sent to the robot are both physically possible and consistent with the user’s
higher-level goals. In order to accomplish this, the robot proxy needs a
goal representation, robot model, and goal validation system. The goal
representation presented in this thesis is derived from observations of the Life
in the Atacama science team’s needs and strategies for exploring the desert.
The robot model is based on a physical robot as modeled in the gazebo
robot simulator architecture. The goal validator checks that, in a given plan,
individual actions are physically possible, that constraints between actions
at the locale level are preserved, and that constraints between locales are
preserved. Through the goal validation system, the user and robot build
common ground as the robot gains information about the user’s goals and
the user receives information about the robot’s capabilities and limitations.
The user may then modify her plan based on this feedback. The grounding
process continues during each iteration that the goal validation system is
used as the robot and user receive more information about one another.

A final evaluation of the robot proxy implementation demonstrated that
the robot proxy does answer the thesis question: in an example exploration
task, the use of a robot proxy did reduce the number of execution cycles
needed to complete the task, resulted in higher-quality data, and resulted
in greater common ground between robot proxy users and the robot.

This work presented in this dissertation supports the hypothesis that
by utilizing a common ground-based model of exploration planning, it is
possible to: improve task efficiency, help the user generate more accurate
mental models of the robot, and ensure that the actions which the robot
executes meet the user’s goals. In particular, the results of the final robot
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proxy evaluation indicated both that participants who utilized the robot
proxy were more efficient at the task in terms of number of execution cycles
and the quality of the resulting data and had more accurate mental models
of the robot, specifically on the limits of its capabilities such as fields of
view and position accuracy, than participants who did not use the robot
proxy. The analysis of the Life in the Atacama field work indicates that
there were times during remote science operations when the scientists and
robot had no common ground with respect to what the scientists were trying
to do. In situations when instruments malfunctioned, actions could not be
completed, and other unexpected failures occurred, it became very difficult
for the science team to get the data they wanted. The LITA data indicate
that, in a real-world situation, it would be difficult and sometimes impossible
for users to get the data they want if the robot does not have the additional
goal information which results from promoting common ground.

11.1 Contributions

This thesis makes four contributions to the field of robotics:

e Detailed analyses of human-robot systems, adding to the
body of knowledge of how these systems function and what
problems still need to be addressed. As described in Chapter
3, careful analysis of the Personal Exploration Rover museum exhibit
and the Life in the Atacama remote exploration robotics project have
demonstrated how a lack of common ground can result in errors, mis-
communications, and inefficiencies in human-robot tasks. These stud-
ies represent some of the first work which focuses specifically on com-
mon ground issues relating to exploration robotics. Critical to building
common ground is mutual knowledge of the robot’s state and context;
these components of common ground are not well-captured by the
existing common ground literature (Chapter 4).

e The application of common ground theory to exploration
robotics through the development of the concept of Robot-
Proxy Grounding. This thesis introduces the concept of Robot-
Proxy Grounding and explains the implementation of a proxy con-
sisting of a goal representation, a goal validation system, and a robot
model (Chapters 5, 7, and 8). The robot proxy represents a novel ap-
proach to promoting common ground given the constraints and costs
of grounding in exploration robotics. A proof-of-concept study is used
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to demonstrate that the use of Robot-Proxy Grounding improves task
efficiency in an example exploration robotics task (Chapter 6).

e A goal representation for a specific domain, which may later
be generalized to other types of HRI problems. This represen-
tation is primarily based on observations of the scientists working on
the Life in the Atacama project (Chapters 7 and 8). The goal rep-
resentation focuses on the exploration strategy and constraints which
were of interest to the Life in the Atacama science team.

e An implementation of a robot proxy system which has been
demonstrated to improve task performance for an exploration
robotics task. This thesis includes an implementation of a robot
proxy and an interface to support Robot-Proxy Grounding for devel-
oping plans for exploration robotics missions (Chapters 7 and 8). A
user study demonstrates that the use of the robot proxy results in
improved efficiency on an exploration task and higher-quality data as
well as improving users’ common ground with the system and engen-
dering stronger feelings of collaboration with the system (Chapters 9
and 10).

11.2 Generalization

When considering the generalization of this work to other domains, two
factors must be considered separately:

e The concept of a robot proxy, a software system which actively builds
common ground with a user in place of a physical robot

e The specific presentation-acceptance process introduced here as a means
to promote grounding between a user and a robot proxy

The applicability of each of these concepts to other human-robot in-
teraction problems depends on specific characteristics of the interaction as
described in the following sections.

11.2.1 Building Common Ground Using a Robot Proxy

The usefulness of the concept of a robot proxy to other problem domains
depends on the following characteristics of the human-robot interaction:

e Interaction mediation
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e Degree of robot autonomy

e Copresence and joint attention
e Synchronicity

e Communication cost

Interaction mediation. The term “interaction mediation” refers to
the degree to which a user communicates with a robot via a software in-
terface. Interactions involving full mediation include the use of robots in
urban search and rescue (i.e. [Burke et al., 2004; Burke and Murphy, 2004]),
in which operators use a keyboard and mouse or joystick interface to send
commands to a robot. Other robots use partially mediated interactions,
such as the Roboceptionist [Gockley et al., 2006]: users type to the robot
using a keyboard (mediated interaction), but the robot can respond to the
presence of a person using computer vision or a laser range finder (direct
interaction). Many other social robots interact directly with users without
computer mediation, such as Paro [Wada et al., 2003], which responds when
users touch its body.

The concept of a robot proxy is most applicable to robots which have a
high degree of interaction mediation. Because the robot proxy is a software-
based third party to the interaction, it can be used most effectively when
added to an existing piece of mediating software.

Degree of robot autonomy. In order to be effective, a robot proxy
must be able to act autonomously in order to promote common ground. A
robot proxy will be less useful in systems in which the robot is teleoperated
by the user, as this style of interaction does not afford as many opportunities
for a proxy system to intervene. It may be easier to integrate a robot proxy
into systems which already support some autonomous actions, whether the
system has sliding autonomy [Brookshire, 2004], partial autonomy [Stubbs
et al., 2007], or full autonomy [Moshkina and Arkin, 2003]. Without the
flexibility to analyze robot commands on its own, a robot proxy will be
unable to engage in the grounding process with users.

Copresence and joint attention. As defined by Clark and Brennan,
two collaborators are copresent if they “share the same physical environ-
ment” Clark [Clark and Brennan, 1991, p. 141]. Each participant has the
opportunity to see and hear what her collaborator is seeing and doing. If
participants are focused on the same task or object, they are said to have
joint attention [Brooks and Breazeal, 2006]. In the case of remotely con-
trolled robots, the user and robot are not copresent, which is a significant
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challenge to building common ground [Cramton, 2001]; a robot proxy can
help to overcome this challenge. In other cases, the robot and human are
copresent but do not always have joint attention; for example, a person may
be running a cleaning robot, such as the Roomba, without paying attention
to it at all times. Because the user and robot do not always share joint
attention, they may not both share the same information about the state of
the world or the task. Cramton has identified this type of common ground
problem as an uneven distribution of information [Cramton, 2001], and a
robot proxy may be useful to help address this.

Users and robots who are both copresent and who always share joint
attention may share more of the same contextual information about their
surroundings as well as information about the state of their joint activity; a
robot proxy would be less useful in this situation.

Synchronicity. Synchronicity refers to the extent to which the user and
robot are interacting in real time. (Clark and Brennan refer to this property
as cotemporality [Clark and Brennan, 1991].) Interactions between social
robots such as Paro and the Roboceptionist take place in real time and are
thus fully synchronous. In the case of the Mars Exploration Rover mission,
scientists sent plans to the robots once a day, and these plans were executed
later; thus, the interaction was asynchronous.

A robot proxy will be most useful when communication is asynchronous,
as it will be available to promote common ground even when the physical
robot cannot interact with the user. With more synchronous interactions,
the user is better able to interact with the robot directly and a proxy may
not be helpful.

Communication cost. In the event that communication between a
user and robot is expensive, a robot proxy can be extremely beneficial. In
the case of remote exploration robotics, missions are often limited in terms
of the amount of bandwidth available for communication and the amount
of time available for communication [Stubbs et al., 2006b]. These costs are
discussed in detail in Section 5.1.2. Rather than interacting directly with
the robot and consuming these resources, users are free to interact with a
robot proxy very cheaply; they can work with the proxy for as long as they
like whenever the robot itself is inaccessible. For human-robot interactions
in which communication is essentially free, such as many one-on-one social
interactions, the robot proxy does not provide this kind of savings.
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11.2.2 The Robot-Proxy Grounding Presentation-Acceptance

Process

The applicability of the specific grounding approach used here and its imple-
mentation is largely dependent on the following interaction characteristics:

e Revisability

e Reviewability

Sequentiality

Number of human interactors

e Number of robot interactors
e Task characteristics

Revisability. A human-robot interaction supports revisability if it is
possible for the user to revise a set of instructions before sending it to the
robot [Clark and Brennan, 1991]. This is generally the case in remote ex-
ploration robotics, in which scientists develop a plan and revise it before
sending a final version to the robot for execution. Robot-Proxy Grounding
is most applicable to these types of interactions, as the robot proxy helps
the user revise plans before they are sent to the physical robot.

Reviewability. Reviewability is another constraint on the grounding
process introduced by Clark and Brennan [Clark and Brennan, 1991]; if
contributions to an interaction leave behind artifacts which can be later ex-
amined by the contributors, the interaction has reviewability. In the case of
the Atacama project, the plans that the scientists created could be viewed
later by the scientists and by the robot after the plan had been sent; the
planning process had reviewability. Robot-Proxy Grounding must have re-
viewability such that the robot proxy and user can consult the entire plan
at any point in its development.

Sequentiality. Sequentiality refers to whether it is possible for col-
laborators’ turns to “get out of sequence,” or be interrupted by unrelated
activities [Clark and Brennan, 1991, p. 141]. The Robot-Proxy Grounding
process presented in this thesis is structured so as to preserve sequential-
ity and requires that the robot proxy not be interruptable. The grounding
process will be less effective as the sequentiality of the interaction decreases.

Number of human interactors. This thesis focuses on a robot proxy
which interacts with only one human user; the proxy is not designed to
manage common ground between a robot and several different people.
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Number of robot interactors. The Robot-Proxy Grounding pro-
cess presented here assumes that the user is creating a plan for only one
robot. However, in exploration robotics problems with asynchronous com-
munication, it may be possible to easily extend the robot proxy such that
it represents a group of robots.

Task characteristics. The specific grounding process outlined in this
thesis is best suited for tasks which are structured in terms of spatial ob-
jectives (i.e., the robot should go to a particular location and perform some
sequence of actions).

This analysis demonstrates that whether the concept of a robot proxy
may be useful for other HRI problems or whether the specific implementation
presented in this thesis generalizes to other tasks are highly dependent on a
variety of characteristics of the particular interaction under consideration.

11.3 Future Work

One of the next logical steps in this line of research would be to comparing
the results of the robot proxy studies when a real robot is used (as opposed
to a simulated robot). One would expect that the use of a real robot would
reveal further significant differences in task performance and grounding be-
tween participants who use a robot proxy during planning and those who
do not.

The results of this thesis suggest that for HRI grounding to occur, partic-
ularly with remote robots, the robots must learn and adjust their behaviors
on the basis of “conversations” with people. Software systems can perfectly
recall prior conversations with users, so robots might use this information
to learn and adapt, just as humans do in conversational grounding. Imple-
menting such adaptation might not be easy with current technology, but
this thesis suggest this is a promising direction for future work and might
address the recurring issues which were observed with missing contextual
information and confusion about objects of reference.

In addition, an improved robot proxy could promote transparency by
actively detecting errors in a user’s understanding. When a user provides
inappropriate responses to questions or expresses confusion, the robot proxy
could detect these grounding problems and automatically disclose its logic
by providing additional information, such as the evidence it used to make a
particular decision. This would be a promising line of research as situation
awareness research has not generally considered a robot with capabilities to
detect and respond to grounding opportunities because situation awareness
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research historically has not focused on the conversation between users and
the robot.

In order to fully reap the benefits of the robot proxy, future work could
also include the creation of a plan repair system. This system would be used
by the robot during its execution cycle in the event that planned actions fail;
the plain repair system would be able to modify the original plan slightly
in order to generate a sequence of actions which are consistent with the
higher-level goals received from the user via the robot proxy. Such a plan
repair system is extremely important in order for the physical robot to take
full advantage of the common ground promoted by the robot proxy.

11.4 Summary

This thesis has presented a detailed analysis of human-robot systems which
demonstrates the importance of common ground for successful human-robot
interaction in exploration robotics tasks. In response to the constraints and
costs associated with building common ground in exploration robotics, this
thesis presents the robot proxy as a means to promote grounding. A robot
proxy consisting of a goal representation based on extensive observations of
a robotic exploration mission, a robot model, and a goal validation system,
was implemented and evaluated. This evaluation supported the hypothesis
that a robot proxy improves task performance and increases common ground
between a human and robot cooperating on an exploration task.
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Appendix A

Glossary

The following terms and their definitions are particularly salient to this
thesis:

e FI - Fluorescence Imager

An instrument on-board Zoé used to detect biological molecules such
as DNA, chlorophyll, and protein. After water or dyes are sprayed on
the ground, the imager emits light at certain wavelengths and captures
images of other wavelengths; the molecules appear as bright spots in
a grayscale image. The instrument has a field of view of ten square
centimeters. A full FI uses water and all dyes, so a variety of biological
molecules can be detected. A chlorophyll FI only uses water and can
only detect chlorophyll.

e locale - Any place where the science team explicitly indicates in the
plan that the robot should stop and perform some number of actions.

e PAN - Panorama
e SPEC - Spectrometer

e SPI - SPI camera
One of three cameras at the top of Zoé’s mast used for capturing single
frames or panoramic images.

e SPSU - Standard Periodic Sampling Unit
A data product designed by the LITA science team. By the end of the
mission, the SPSU consisted of taking a full FI, taking some number
of chlorophyll Fls over a 90-meter distance, taking another full FI,
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taking some number of chlorophyll FIs over a 90-meter distance, and
taking another full FI.



Appendix B

2005 Life in the Atacama
Errors/Miscommunications

(See table on following page.)
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Table B.1: Number of instances of each error type and miscommunication
type from the LITA project in 2005.

Error/Miscommunication

‘ Instances ‘

Percentage

Lack of Common Ground (Science Team Missing Information)

Miscom - desire for info 21 9.9
Miscom - rover capability 13 6.1
Error - bad position estimate 12 5.6
Error - bad plan 11 5.2
Error - bad data volume estimate 6 2.8
Total 63 29.6
Lack of Common Ground (Robot/Engineering Team Missing Information)
Miscom - plan interpretation 18 8.4
Miscom - unaware of protocol 17 8.0
Miscom - data product file 4.2
Miscom - plan file 1 0.5
Total 45 21.1
Lack of Common Ground (Both Teams Missing Information)
Miscom - priorities 10 4.7
Miscom - changed protocol 2 0.9
Total 12 5.6
Other
Error - bad data product 56 26.3
Error - missing data product 17 8.0
Error - unrequested data product 15 7.0
Error - data product label 4 1.9
Miscom - human capability 1 0.5
Error - move in wrong dir 0 0.0
Error - rover move 0 0.0
Total 93 43.7
Summary

Common Ground-Related Instances 120 56.3
Other Instances 93 43.7
Total 213 100.0




Appendix C

Excerpts from Life in the
Atacama Field Notes

C.1 2005 Regular Operations (Low Autonomy)

Interpreting Context Images

On day 3, one scientist (X) mentioned that a context image, a stereo panoramic
imager (SPI) image that was supposed to include the field of view of the
fluorescence imager (FI), was not taken correctly:

X looks at a particular SPI image and says that “this is the
messed up one.” X says that this was supposed to be a context
image. X reads the robot report. X says that the robot mowved
before taking the SPI image. X says, “I'm not sure why that
happened.”

The scientists spent time trying to find the FI field of view in SPI context
images, but sometimes the SPI images had not been taken correctly and this
was impossible. The science team used both the images returned from the
robot as well as the robot reports to figure out what had happened. On day
4, the science team talked about adjusting the commands sent to the robot
to account for the fact that the robot moves back and plows 0.5 meters after
an FI, before the context image is taken. Scientist X explained to scientist Y
that the robot should have been moved only 1 meter, not 1.5 meters, before
taking the context image:

At 2:09 p.m., X tells Y that “we” might have to adjust the drive
precise command for the FI context image. X explains that after
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the FI, the rover moves back 0.5 meters for the marker plow. Y
says that they are imaging the marker instead of the FI. X says
that they might get the FI. X says that “we” may need to adjust.
X says he thinks that the plow is right after the FI.

At 4:14 p.m., X says that he and Y were talking. They talked
about the fact that since the marker plow is done at the end of
the FI, “we” need to adjust how much to move [the robot] back
up. X says “we” should have asked to move 1 meter.

After this, the science team adjusted their commands to move the robot
one meter (days 5, 6, 7, 9, 10) and later commanded the robot to move
1.5 meters (days 9, 11, 12). On day 11, one scientist explained that the
team realized they had to change back to requesting 1.5 meters instead of
requesting 1 meter:

X says that they need the plow as a marker, so they found they
did have to move up to 1.5 meters to get into the initial position.

C.2 2005 Science Autonomy (High Autonomy)

Missing Fluorescence Image Follow-Ups

On day 1, one scientist (X) observed that the science autonomy system
should have taken a full FI sequence in response to a positive chlorophyll
signature (a “follow-up”) but it did not. An engineer (Z) confirms that a
follow-up should have been taken:

At 10:20 p.m., X is looking at a fluorescence image on the tran-
sect associated with locale 40 and asks, “Why didn’t we have a
follow-up on that?” X turns to Z and asks, “Shouldn’t that have
initiated a follow-up?” Z replies that yes, it should have.

On day 1, an engineer (Z) explained that rounding errors contributed to
the problem, and that the system was originally designed for transects that
were much longer than what the scientists were using:

At 11:45 p.m., Z explains to X about some of the science on-
the-fly problems that [the engineering team] had with the fluo-
rescence imager. Z says the problem had to do with “round off”
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and “resource juggling.” Z says that for fractional distances, the
rover will always round up. X says that [the robot] went 180
meters. Z explains that the algorithm was designed for much
longer distances. X explains that [the scientists] want to make
the 180-meter traverse a standard procedure.

On day 15, members of the science team and an engineer (Z) talked
about other reasons why the follow-ups may not have been initiated:

Scientist A says that he is going to look at the transect between
800 and 810 to try and figure out why there were three full Fls
and three chlorophyll only, but it doesn’t look like there was a
chlorophyll follow-up. A says this has happened before. Y sug-
gests that it could be the result of the delta in the signal between
the pre and post (the difference in the signal). Z says that the
algorithm uses raw signal values.

This technical discussion continued without resolving why the robot had
not performed follow-ups as expected.
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